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1. Introduction 

The spatial emergence of new industries is high on the scientific and political agenda. Especially 

in times of economic crisis, regions are searching for opportunities to diversify their industrial 

structure. An expanding literature claims that the emergence of industries is driven by the degree 

of relatedness with existing industries in regions, as new industries draw from and recombine 

local capabilities that are related to theirs (Boschma and Frenken 2011). Recent studies show 

indeed that new industries emerge systematically from related industries, and that the industrial 

structure of a regional economy has an impact on the diversification opportunities of regions 

(Neffke et al. 2011; Boschma et al., 2013; Muneepeerakul et al. 2013; Essletzbichler 2015). 

 However, a weakness of the related diversification literature is its almost complete focus 

on local capabilities, as if regions are self-contained entities. In reality, capabilities may spillover 

to other regions and trigger the diversification process there. At the same time, the spread of 

capabilities is heavily constrained by geographical distance: knowledge spillovers are more likely 

to occur between regions that are geographically close (Jaffe et al. 1993). In the related 

diversification literature, little attention has been paid to the role of spillovers from neighbor 

regions for diversification, nor has the role of network linkages between (neighbor) regions been 

investigated. In a recent paper, Bahar et al. (2014) found that a country had a higher probability 

to develop a comparative advantage in an  industry if a neighbor country had a comparative 

advantage in that same industry, and that the export baskets of neighboring countries tend to look 

more similar. There exists no study that has systematically analyzed the effect of neighbors on 

the probability of regions to develop a comparative advantage in an industry. 

 The goal of this paper is to fill this gap. The paper has two objectives. The first objective 

is to assess the effect of neighboring regions on regional diversification. Following Bahar et al. 

(2014), we expect regions to develop new industries in which their neighbor regions are 

specialized. To test this hypothesis, we analyze the development of new industries in US states 

during the period 2000-2012. As this paper uses trade data to analyze regional diversification, 

following previous studies (Hidalgo et al., 2009; Boschma et al., 2013), we define new industries 

as those in which a US state has a low level of trade specialization at the beginning of the period 

and develops a strong trade specialization at the end of the period. We show that a US state has 

indeed a higher probability of developing a new industry if a neighbor state is specialized in that 
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industry, and when the US state is well endowed with local capabilities that are related to that 

industry. The second objective is to assess whether neighbor regions have a higher similarity in 

their export structures, and whether social connectivity (as proxied by bilateral migration 

patterns) can explain the differences in the similarity of export structures across regions. Our 

study finds support for the claim that the export similarity between neighbor states is higher than 

the export similarity between non-neighbor states, and that social connectivity between US states 

is correlated positively with export similarity across states.   

The structure of the paper is as follows. In Section 2, we describe the theoretical 

background of the study. Section 3 introduces the data and the methodology, and estimates the 

impact of specialization in neighbor regions on developing a comparative advantage in that 

industry in a region. Section 4 investigates whether neighbor regions have a more similar export 

structure, and if so, to what extent this result (i.e. export similarity) is determined by bilateral 

migration patterns between neighboring regions. Section 5 concludes. 

 

2. Emerging industries: local capabilities, neighbor regions and networks 

Local capabilities are perceived to be major assets for regions in a globalized world. This has led 

to a massive research effort to determine which local capabilities matter, and how these can be 

identified, as some capabilities are intangibles. Maskell and Malmberg (1999) associated local 

capabilities with a local knowledge base and an institutional setting that are tightly interwoven 

and the outcome of a long history. Storper (1995) referred to ‘untraded interdependencies’ such 

as local practices and conventions. These ‘localized capabilities’ have a high degree of tacitness 

that form a crucial asset for regions because they cannot be easily imitated by other regions 

(Gertler 2003). As a consequence, regions develop strong technological and industrial 

specializations that are hard to challenge, because they are deeply rooted in local capabilities.  

Region-specific capabilities provide not only crucial assets on which existing 

specializations can thrive. There is increasing awareness that local capabilities also operate as key 

source of technological and industrial diversification, that is, they provide potentials for regions 

to diversify into new technologies and industries. At the same time, local capabilities also set 
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limits to this diversification process: if a region does not possess the capabilities required for a 

new technology or new industry, it will be close to impossible to develop these. 

Recently, attention has turned to local capabilities that provide opportunities to recombine 

pre-existing technologies or industries and that give birth to new activities. Jacobs (1969) was 

one of the first to claim that variety in regions conditions the scope for recombinant innovations: 

the more variety, the higher the potential to make new recombinations. Frenken et al. (2007) 

argued, however, that many technologies and industries cannot be meaningfully combined: 

variety must be related, that is, cognitively proximate, because this positively affects the scope 

for knowledge spillovers and learning (Nooteboom 2000). Therefore, recombinations are more 

likely to come from technologies or industries that share similar knowledge bases: the more 

variety of related technologies or sectors in a region, the more learning opportunities for local 

activities, and the higher the potential for local recombinations across technologies or industries. 

Hidalgo et al. (2007) claimed that capabilities do not move easily between countries, and 

therefore are hard to acquire when missing. Therefore, capabilities at the country level determine 

which new industries are feasible to develop. Capabilities are captured by what they call the 

‘product space’ which specifies the relatedness between products based on the frequency of co-

occurrences of export products at the country level. Hausmann and Klinger (2007) demonstrated 

that countries expand their export activities by moving into products that are related in ‘product 

space’ to their current export products. Their studies also showed that countries with a wide range 

of related products (i.e. related variety) have more opportunities to diversify into new export 

products, as their capabilities can be redeployed in a larger number of new products. 

Capabilities at the regional level (at the sub-national scale) might be as important for 

related diversification (Martin and Sunley 2006; Fornahl and Guenther 2010). Boschma and 

Frenken (2011) referred to ‘regional branching’ as a type of regional diversification in which new 

industries or technologies emerge from local recombinations of technologically related activities. 

They claim that related diversification tends to occur through channels of knowledge transfer that 

are often geographically bounded, such as entrepreneurial spinoffs and labor mobility. There is 

indeed substantial evidence that firms that originate from local related industries (either as 

diversifiers or new spinoff companies) are crucial for the development of new industries in a 

region (Klepper 2007). Labor mobility is regarded as another key mechanism through which 
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knowledge and skills are transferred across (related) industries (Neffke and Henning 2013). As 

labor mobility occurs mainly within labour market regions (Eriksson 2011), labor flows between 

local related industries may initiate and contribute to new recombinations and, thus, act as a 

powerful potential source of regional branching. 

While still little is known about these underlying mechanisms, there is substantial 

evidence of related diversification at the regional scale. Qualitative case studies show that new 

industries in regions are often deeply rooted in local related activities (Chapman 1992; Glaeser, 

2005). Quantitative studies have provided evidence that regions diversify into industries that are 

closely related to their existing activities. Neffke et al. (2011) was the first study at the regional 

level to show that the entry probability of a new industry in a region is positively related with 

relatedness with existing industries in the region. Follow-up studies have confirmed that 

relatedness is indeed a driving force behind diversification of regions in new industries 

(Essletzbichler 2015), new technologies (Van der Wouden 2012; Kogler et al. 2013; Rigby 2013; 

Boschma et al. 2015; Feldman et al. 2015 ) and new eco-technologies (Tanner 2014, 2015; Van 

den Berge and Weterings 2014). Boschma et al. (2013) demonstrated that local capabilities are a 

more important driver of regional diversification than national capabilities. 

Despite all this evidence, one could argue that the weakness of the related diversification 

literature is its almost complete reliance on local and national capabilities. Although there are 

good reasons to state that capabilities are locally sticky and hard to copy by other regions 

(Markusen 1996), it might not be excluded either. In reality, regions are not self-contained 

entities: they interact with other regions. Capabilities may spillover to other regions and trigger 

diversification through inter-regional trade (Boschma and Iammarino 2009) and labor mobility of 

star scientists, key engineers and top managers who embody scientific, technical and managerial 

competences (Otttaviano and Peri 2006; Saxenian 2006; Trippl 2013). There is increasing 

evidence that non-regional linkages are indeed key to avoid lock-in in regions (Asheim and 

Isaksen 2002;Moodysson 2008; Dahl Fitjar and Rodríguez-Pose 2011). 

Having said that, we also expect the spread of capabilities to be heavily constrained by 

geographical distance. As shown first by Jaffe et al. (1993), and later confirmed by other studies 

(e.g. Anselin et al. 1997; Varga 2000), geography imposes severe barriers to the diffusion of 

knowledge. Therefore, knowledge spillovers occur more likely within regions, and between 
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regions that are geographically close, than between regions that are geographically far. Bahar et 

al. (2014) have explored how this rapid geographical decay of (tacit) knowledge diffusion is 

reflected in patterns of comparative advantage of countries. Contrary to traditional accounts in 

trade theory that claim that a higher intensity of trade at shorter distances would lead neighboring 

countries to specialize in different rather than similar industries, Bahar et al. (2014) expect that 

neighboring countries develop similar specializations instead, because of significant obstacles to 

knowledge diffusion across large distances. Their study found that export portfolio’s of 

neighboring countries look indeed more similar, even after controlling for similarity in other 

dimensions than geographical proximity, like factor endowments, cultural factors and demand 

structures. Moreover, their study showed that a country had a higher probability to develop a 

comparative advantage in an  industry if a neighbor country had a comparative advantage in that 

same industry before. 

The regional diversification literature has not yet paid attention to the possible effect of 

spillovers from neighbor regions on diversification. There exists no paper that has systematically 

analyzed the effect of neighbors on the probability of regions to develop a comparative advantage 

in an  industry. Such a study on regional diversification at the sub-national level would also allow 

to control for country specific effects, such as language, currency or law. Moreover, Bahar et al. 

(2014) could not exclude the possibility that their findings were driven by factors other than 

knowledge diffusion, such as social interaction. Head et al. (2014) show that professional ties 

facilitate the diffusion of knowledge and highlight that these professional ties are geographically 

biased. In the context of trade, Millimet and Osang (2007) show that the level of bilateral 

migration is correlated with the amount of trade between US states. Combes et al. (2005) and 

Garmendia et al. (2012) found that both social and business connectivity facilitated trade between 

French and Spanish regions respectively. In this paper, we test whether social connectivity, as 

proxied by bilateral migration, is correlated with export similarity between regions.
1
 

In sum, this paper focuses on two research questions. The first concerns the question 

whether a region has a higher probability of developing a new industry when a neighbor region is 

specialized in that industry, and when the region is well endowed with local capabilities that are 

related to that industry. We analyze the development of new industries in US states during the 

                                                 
1
 As explained by Rauch (2001), migrants facilitate bilateral trade and investment because they reduce the 

information barriers between the host and the home country. 
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period 2000-2012. New industries are defined as those in which the US state had a low trade 

specialization at the beginning of the period of analysis and develops a strong trade specialization 

at the end of the period of analysis. The second question addresses whether export structures 

between neighbor regions in the US show a higher degree of similarity, and whether the degree of 

social connectivity between regions is correlated with export similarity between regions. 

 

3. Neighbor states and the development of new industries in US regions 

To determine whether the specialization of a US state in an industry facilitates that a neighbor 

region also specializes in the same industry, following Bahar et al. (2014), we estimate the 

following regression equation: 

 

  , , 5 1 , , 2 , , 3 , , , , , , ,lns i t ns i t s i t s i t i t s ns t s i tN RCA RCA d               (0) 

 

where Ns,i,t+5 takes the value of 1 if US state s develops a new industry i between year t and year 

t+5 and zero otherwise. We consider that a new industry i is developed if US state s had a 

revealed comparative advantage (RCA) below 0.5 at the beginning of the period (t), and a RCA 

higher than 1 after 5 years (t+5).
2
 Following Balassa (1965), RCA is determined dividing the 

share of an industry in a US state exports by the share of that industry in world exports. A RCA 

higher than 1 denotes that the US state is specialized in that industry. The industries in which 

state s had a RCA equal or above 1 at t are excluded from the sample.  

 Our variable of interest is ln(RCAns,i,t), the natural logarithm of the RCA of the neighbor 

state with the highest RCA in industry i.
3
 The RCA of the neighbor state with the highest RCA 

enters in logarithms to attenuate the bias that might be generated by some extremely large RCA 

                                                 
2
 We performed the empirical analyses for three alternative thresholds for the beginning of the period RCA index: 

below 1, equal or below 0.2, and equal and below 0.1. As explained in the robustness section, the estimations are 

robust to the alternative thresholds. 
3
 Neighbor states are defined as states sharing both a section of the border or a point of the border. 
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indexes.
4
 We expect the coefficient 𝛽1 to be positive. It is important to point out that the RCA of 

the neighbor captures the net effect that the neighbor has on the probability of developing a new 

industry. The main argument of our paper is that neighboring regions contribute to the 

development of new industries in which they are specialized through spillover effects. However, 

regions might also hinder the development of industries in which they are specialized in neighbor 

regions due to competition effects. 𝑅𝐶𝐴𝑠,𝑖,𝑡 is the comparative advantage of state s in industry i at 

the beginning of the period. As this variable is constrained between zero and 0.5, it does not need 

to be transformed into natural logarithms; besides, using the absolute RCA value allows to 

include the industries with a RCA equal to zero at t in the sample. 

 The variable 𝑑𝑠,𝑖,𝑡 denotes the density around industry i at the beginning of the period. 

Density measures to what extent a US state has the capabilities to develop the new industry i. A 

state will have a larger probability to possess those capabilities if the new industry is close to the 

industries in which the state is specialized; this closeness is measured by the proximity index 

developed by Hidalgo et al. (2007). Boschma et al. (2013) show that regions will have a larger 

probability to develop a new industry if their productive structure is close to this new industry. 

Algebraically, density is obtained through the following expression, 

 

 

, , , ,

, ,

, ,

i j t s j t

j

S i t

i j t
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x

d


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




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where xs,j,t takes the value of 1 if state s has a comparative advantage in product j at time t and 

zero otherwise, and i,j,t is the proximity index between products i and j at time t calculated as, 

 

  , , , , , ,min ( ) , ( )i j t i t j t j t i tP RCAx RCAx P RCAx RCAx       (1) 

 

where P(RCAxi,t |RCAxj,t) is the conditional probability of having a comparative advantage in 

product i, given that the US state has a comparative advantage in product j, and P(RCAxj,t 

                                                 
4
 We also transform the RCA variable into a Revealed Symmetric Comparative Advantage (RSCA) variable 

(Laursen, 2015). The RSCA is defined as (RCA-1)/(RCA+1) and has a [-1,1] range. Our results are robust to this 

transformation. 
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|RCAxi,t) is the conditional probability of having a comparative advantage in product j, given that 

the US state has a comparative advantage in product i . If a US state has a comparative advantage 

in  all goods related to product i, density will take the value of one. However if US state s does 

not have a comparative advantage in any of the products related to product i, density will take the 

value of zero. Finally, we control for year-specific industry fixed effects (𝜇𝑖,𝑡) and year-specific 

US state+neighbor US state fixed effects (𝜇𝑠,𝑛𝑠,𝑡); α is a constant and 𝜀𝑠,𝑖,𝑡 is the random error 

term. 

 The model is estimated with a linear probability model. An advantage of this model is that 

it can handle the large number of fixed effects of our regression equation.
5
 In particular, we use 

the reg2hdfe Stata command developed by Guimarães and Portugal (2010). However, the 

limitation of the linear probability model is that the effect of independent variables on the 

dependent variable is constant. In addition to that, the linear probability model can yield 

predicted probabilities below zero and above one. Moreover, the linear probability model is 

inherently heteroskedastic. In order to control for heteroskedasticity, we estimate the model with 

clustered standard errors at the state+neighbor state level. An alternative to the linear probability 

model is the system-GMM model, which addresses the endogeneity problems that might exist in 

our sample. However, as we only had two time periods, we cannot estimate this model. 

 To calculate US states RCA and density, we combine data on US state-level exports from 

the US Census Bureau Database and world exports from the Comtrade database. Our data uses 

the Harmonized System 4-digit disaggregation, which distinguishes 1,268 products (industries). 

We exclude from the sample the US states that do not have neighbor US states: Alaska and 

Hawaii. Figure 1 presents the histogram of the average number of new industries that emerge in a 

US state in a 5 years window. The histogram follows a normal distribution. Figure 2 shows the 

average number of new industries developed every 5 years in  US states. A darker color implies a 

higher number of new industries. On average, a US state develops 36 new industries every 5 

years, with a standard deviation of 11. The unconditional probability to develop a new industry is 

3.8%. The states that add more industries per period are Colorado and Virginia, and the states that 

add a fewer number of industries are Louisiana and West Virginia. While there is not a clear 

                                                 
5
 Probit and logit models, due to the incidental parameters problem, can lead to biased and inconsistent estimates in 

the presence of a large number of fixed effects (Greene, 2008). 
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pattern of spatial concentration, the regional divisions that develop a higher number of new 

industries are New England (40) and South Atlantic (39), while the regional divisions which 

develop a lower number of new industries are the Pacific (25) and West South Central (29).  

Regarding new industries, most of them belong to chemicals (Section VI of the Harmonized 

Classification), machinery and electrical (Section XVI), and metals (Section XV). In particular, 

within chemicals, the industries that appear as new a higher number of times are inorganic 

chemicals (code 28), organic chemicals (code 29) and miscellaneous chemicals products (code 

38); within machinery and electrical, nuclear reactors, boiler, machinery and chemical appliances 

(code 84), and electrical machinery and equipment (code 85); within metals,  iron and steel 

(codes 72 and 73) and aluminum (code 76). 

 Table 1 presents the results of our baseline regressions. In columns (1) and (2) the 

dependent variable is whether US state s develops a new industry i between year t and year t+5. 

As expected, we find that the RCA index of the neighbor state with the highest RCA coefficient 

is positive and statistically significant. This result shows that the probability of developing a new 

industry in a US state is positively correlated with the specialization of a neighbor state in that 

industry. To measure the economic significance of this latter figure, we have to compare it with 

the unconditional probability of developing a new industry: 3.8%. A standard deviation increase 

in the (log) RCA of the neighbor leads to a 21% increase in the probability of developing a new 

industry ([2*0.004]/0.038). The initial RCA of a state in industry i is also positively correlated 

with the development of a new industry. The density coefficient is also positive and statistically 

significant, confirming that having a trade specialization in industries that are close to the new 

industry facilitates the development of this new industry. In fact, a standard deviation increase in 

density leads to a 59% increase in the probability of developing a new industry 

([0.06*0.373]/0.038). Hence, the effect of density on the probability of developing a new industry 

is almost three times larger than the effect of the neighbor with the highest RCA index.  

 In column (1), we assume that there is a log-linear relationship between the neighbor state 

RCA index and the probability of developing a new industry. However, it might be the case that a 

state should have a minimum RCA level to exert an influence on neighbor states. It might be also 

the case that once a state reaches a RCA level, further increases in the RCA level do not increase 

knowledge spillovers. To capture these effects, we define five intervals for the neighbor state 
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RCA index: 0-0.5; 0.5-1; 1-2; 2-4; and more than 4. Except for the last, differences between 

intervals are constant in relative terms. To visualize the relationship between neighbor RCA 

index and the probability to develop a new industry, we draw a step function with the estimated 

coefficients for every interval.
6
 If there was a linear relationship between the probability of 

developing a new industry and the neighbor state RCA index, the height of the steps should be 

the same. As shown in Figure 3, this is not the case. There is a similar increase in the probability 

of developing a new industry when the RCA of the neighbor increases from the 0-0.5 range to the 

0.5-1 range, and when it increases from the 0.5-1 range to the 1-2 range. However, the probability 

of developing a new industry increases more than proportionally when the RCA index of the 

neighbor rises to the 2-4 range, and even more when the RCA index is larger than 4. This result 

points out that the probability to develop a new industry increases when the neighbor has 

achieved a high degree of specialization (more than four times the average trade specialization) in 

the industry. For example, moving from a neighbor in the 0-0.5 RCA index interval to a neighbor 

in the =4> RCA index interval would increase the probability of developing a new industry, over 

the unconditional probability, by 58% (0.022/0.038). Estimates for additional intervals, not 

reported in the figure, suggest that the influence of the neighbor does not increase further when 

RCA indexes are higher than 4. 

 In columns 3 and 4, we substitute the dependent variable in equation (1) with the annual 

average growth rate in industry i RCA index. The sample for this analysis is composed by all 

industries whose initial RCA index was below 1 at the beginning of the period. Our expectation 

is that the larger the neighbor state industry i RCA index the larger the growth in industry i RCA 

index. The neighbor RCA index coefficient in column 3 is positive and statistically significant, 

confirming the expectation. According to this coefficient, a standard deviation increase in the 

neighbor (ln) RCA index would lead to a 1.2 percentage point increase in the average annual 

RCA index growth. Note that now the (initial) RCA index is negative; this result is sensible, as 

percentage increases are easier to achieve if the initial RCA level is lower. The density 

coefficient remains positive and statistically significant, and its value increases substantially. In 

column (4), we perform estimations for different levels of neighbor state RCA indexes. As shown 

in Figure 4, the height between steps is similar. This points out that there is an almost log-linear 

                                                 
6
 Intervals enter the regression equation as dummies. The omitted category is the 0–0.5 interval. 
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relationship between increases in the neighbor state RCA index and the average annual growth 

rate in the RCA index. 

 It is interesting to compare our results with the country-level estimations in Bahar et al. 

(2014). They use a sample of 123 countries for the year 2000. Their neighbor RCA coefficient is 

equal to ours: 0.004. This result is surprising, because we expected a higher neighbor RCA 

coefficient in the regional sample than in the country sample, as barriers to knowledge flows 

ought to be lower between regions than between countries. We also find that the density 

coefficient in our estimation (0.373) is three times higher than in their estimation (0.130; Table 8 

– Panel A, Specification 1). These differences are in line with Boschma et al. (2013), that 

concludes that the productive structure has a much larger influence on the development of new 

industries at the regional level than at the national level. 

 In order to test the robustness of our results, we perform some additional estimations. 

First, we only consider as jumps those industries that keep, at least, a comparative advantage one 

year after the jump.
7
 As shown in Table 2 - column 1, the neighbor state RCA index coefficient 

drops to 0.003, but remains statistically significant. Second, we use an alternative definition for 

new industry. Now, a US state develops a new industry if at the beginning of the period the RCA 

index was equal or below 0.2 and at the end of the period it was higher than 1. The coefficient 

drops from 0.004 (Table 1 - column 1) to 0.003 (Table 2 - column 2), but remains statistically 

significant.
8
 Third, we test whether the positive correlation between the neighbor RCA index and 

the development of new industries occurs by chance. To test this hypothesis, following Bahar et 

al. (2014), we pick each state’s neighbors randomly. The sole condition is that the number of 

neighbors picked at random should be the same as the actual number of neighbors a US state has. 

We generate random neighbors 500 times, and each time we select the RCA index of the random 

neighbor with the highest RCA index. Then, we average the RCA indexes selected in each of the 

500 iterations and introduce that value into the regression.
9
 As shown in Table 2, columns (3) and 

(4), the neighbor RCA coefficients are negative and statistically significant. These results confirm 

that the positive correlation between neighbors RCA and the development of new industries is 

                                                 
7
 We use the year 2008 for the first interval and 2013 for the second interval. 

8
 We also estimate the model with ten-fold jumps. The main conclusions are not altered. 

9
 In these estimations the year-specific state+neighbor state fixed effects are also chosen at random. 
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not the result of a random event.
10

 Fourth, we analyze whether results are robust to using a 10-

year interval instead of a 5-year interval. As shown in columns (5) and (6), the neighbor RCA 

index coefficient remains positive and statistically significant. 

 In the baseline and robustness analyses, we only assess the contribution of the neighbor 

with the highest RCA to the development of new industries. We also explored whether the 

differences in the number of neighbors and their combined RCA also influences the probability 

of developing a new industry. First, we analyze whether the total RCA of the neighbors 

influences the probability of developing a new industry. To estimate this equation, we remove the 

year-specific US state+neighbor US fixed effects and substitute them by year-specific US state 

fixed effects. Table 3 – Column 1 shows that the coefficient for total neighbor RCA is positive 

and statistically significant, and its value is the same as in the baseline regression (Table 1 – 

column 1). In Column 2, we introduce the number of neighbors. To estimate this regression, we 

remove the year-specific state fixed effects because they are perfectly collinear with the number 

of neighbors. We find that the number of neighbors has no effect on the combined RCA 

coefficient, suggesting that it is the total RCA of neighbor regions, and not the number of 

neighbors, which determines the probability of developing a new industry. Note that when we 

remove the year-specific state level fixed effects, the density coefficient becomes not significant. 

This result suggests that it is the differences in density within the state, rather than the absolute 

levels of density, which drives the development of new industries. In Column (3), we introduce 

the total RCA of the neighbors that have, at least, an RCA equal or higher than one. Note that this 

condition reduces severely the number of observations in the sample. We find that the combined 

RCA coefficient, 0.006, is higher than in Column (1), confirming, as we saw in Figure 3, that the 

influence of neighbors will be higher if they have a comparative advantage in the product. Note 

that the density coefficient, although positive, is statistically not significant. This result might 

suggest that if the RCA of the neighbors in a product is high enough, it might overcome the 

limitations of the local industrial structure. However, we should be careful with this interpretation 

because the truncation of the database might lead to biased results, as we only keep those 

industries in which neighbor regions are specialized. In Column (4), we introduce the number of 

neighbors with a RCA equal or higher than 1. Note that in this estimation, we can keep the year-

                                                 
10

 Alternatively, we also ran a different regression for each of the 500 random draw of neighbors. In none of these 

regressions the coefficient for the neighbor with the highest RCA was positive and statistically significant. 
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specific state fixed-effects, because the number of neighbors with RCA equal or higher than one 

varies across products. Remarkably, the combined RCA coefficient becomes statistically not 

significant and the number of neighbors is positive and statistically significant. According to this 

result, it is the number of neighbors with comparative advantage in the product, rather than the 

total RCA of the neighbors with a comparative advantage, which determines the probability of 

developing a new industry. This result might be explained by the fact that effect of the RCA 

seems to reach a plateau once the RCA is higher than four (see Figure 3); as 99% of US states 

have four or less neighbors with a comparative advantage in an industry, the probability of 

developing an industry might be more correlated with the number of neighbors with RCA equal 

or higher than 1 than the combined RCA of the neighbors with a comparative advantage. 

 Columns (4) to (8) re-estimate the regression equations using the growth rate of the RCA 

of the industries with an RCA below 1 as dependent variable. Similar to the jump analyses 

(Columns 1 to 4), the combined total RCA is positive and statistically significant in Columns (5), 

(6) and (7). The coefficient for the number of neighbors with a comparative advantage is also 

positive and statistically significant in Column (8). However, in the growth estimation, the total 

combined RCA is also positive and statistically significant, although by a small margin. It is 

interesting to see that in the growth estimations, density is always positive and statistically 

significant. This result points out that US states increase their specialization in industries that use 

their current capabilities. 

 The dynamic analyses conclude that there is a positive correlation between developing a 

new industry and the trade specialization of neighbor regions in the same industry. In the next 

section, we adopt a static view and analyze whether neighbor regions have also more similar 

export patterns. 

 

4. Similarities in export structures between neighbor US states 

If knowledge diffuses at short distances, adjacent regions should share more knowledge. Hence, 

we would expect adjacent regions to have a more similar export pattern than non-adjacent 

regions. To test this hypothesis, following Bahar et al. (2014), we calculate the following export 

similarity index: 
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This export similarity index is based on the Pearson correlation coefficient, where 𝑟𝑠𝑖 is the log of 

the RCA of state s in industry i and 𝑟𝑠̅ is the average of 𝑟𝑠,𝑖 over all industries in state s.
11

 This 

index will take positive values if US state s and US state s´ are specialized in similar industries, 

and negative values if they are specialized in different industries. 

 To test whether US states that are geographically closer have more similar export 

structures, we estimate the following regression equation: 

 

 ' ', ' , ' , ',, , , ,
ln '  s s s s s t s ts s t s s t

S dist n X              (1) 

 

where 𝑆𝑠,𝑠′,𝑡 is the export similarity between US state s and US state s´ at time t, 𝛼 is a 

constant, 𝑑𝑖𝑠𝑡𝑠,𝑠′ is the distance between state s and state s´, 𝑛𝑠,𝑠′ is a dummy variable that takes 

the value of 1 if state s is adjacent to state s´ and zero otherwise, X is a vector of controls, 𝜇𝑠,𝑡 is a 

year- specific s state fixed effect, 𝜇𝑠,𝑡is a year-specific s´ state fixed effect, and 𝜀𝑠,𝑠′,𝑡 is the 

random error. Controls vector X includes differences between US states in GDP per capita, 

physical capital per worker, human capital per worker and land per worker; it also includes the 

bilateral trade between US states and the accumulated 5-year bilateral migration between US 

states.As mentioned before, previous studies have shown that the diffusion of knowledge is 

deterred by geographical distance (Jaffe et al., 1993). Hence, we expect the similarity between 

export structures to be negatively correlated with distance.  Boschma and Frenken (2011), and 

Neffke et al. (2011) also point out that diversification drivers, such as spin-offs, workers mobility 

or entrepreneurship, are geographically biased. According to the classical international trade 

theories, countries or regions specialize in products in which they are relatively productive, or in 

products that use its abundant factors intensively. Therefore, we expect differences in factors 

                                                 
11

 More specifically, 𝑟𝑠𝑖  is the log of the RCA+0.1. The RCA enters in logs because very large RCA indexes might 

bias the covariance index. The 0.1 fraction is added to include in the analysis the industries whose RCA index is 

zero. 
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endowments and productivity, proxied by GDP per capita, to have a negative impact on the 

similarity of export structures across states. Finally, the literature has highlighted that networks 

also facilitate the diffusion of knowledge (Rauch, 2001). Hence, we expect more socially linked 

regions to have higher export similarity. Following previous studies, we proxy the degree of 

social connectivity with the level of bilateral migration between regions (Combes, 2005; Millimet 

and Osang, 2007).  

 Distance between US states is calculated as the driving distance between the two main 

cities of each US state. We calculate these distances using the Microsoft Mapoint 2012 and 

CDXZipStream software. Data for GDP per capita, relative factor endowments and bilateral trade 

come from the US Census Bureau. Data on bilateral migration is obtained from the U.S. Internal 

Revenue Service (http://www.irs.gov). Table A1 in the appendix presents summary statistics of 

these variables. 

 Figure 5 compares the density function of export similarities between non-neighbor US 

states with the density function of export similarities between neighbor states. Clearly, the 

density function for neighbor states is to the right of the density function of non-neighbor states, 

pointing out that neighbor states have, on average, a higher similarity in the export structure than 

non-neighbor states. To confirm this hypothesis, we estimate equation (3) pooling data for the 

years 2002 and 2007. Table 4 presents the results of the estimations. To facilitate the reading of 

the results, we normalize the export similarity index, with mean zero and unit standard deviation. 

In column (1), we estimate the regression only with distance and the fixed effects as independent 

variables. As expected, the distance coefficient is negative and statistically significant, 

confirming a negative correlation between distance and similarity in export structures.. In 

particular, a standard deviation increase in the (log) of distance leads to 0.84 standard deviations 

reduction in the export similarity index (1.1*0.763).  

 In column (1), we assume that there is a log-linear relationship between the export 

similarity index and distance. To test the validity of this hypothesis, we divide the distance into 

intervals. We define six intervals, starting from 0-100 km., 100-200, 200-400, 400-800, 800-

1600, and more than 1600.
12

 The distance doubles between an interval and the next, so the 

increase in distance is constant in relative terms. Figure 6 presents a step figure showing the 

                                                 
12

 The maximum distance in our database is 4,924 kilometers. 

http://www.irs.gov/
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change of the distance coefficient for each distance interval (0-100 is the omitted interval). We 

can see that the coefficients for the 100-200 interval and for the 200-400 interval have the zero 

value within their + 5% confidence interval. From the 400-800 interval onwards, the negative 

value of the distance coefficient increases at a relatively constant proportion. The figure points 

out that up to 400 km., distance seems to exert a mild negative effect on export similarity. After 

that interval, the negative effect rises proportionally with distance. Due to this non-linear 

relationship between distance and similarity, in the rest of estimations, distance is introduced in 

intervals in the regression. 

 In column (3), we introduce the neighbor state dummy variable in the regression. The 

coefficient is very large and statistically significant: the export similarity between neighbor states 

is around 0.4 standard deviations higher than the export similarity between non-neighbor states. 

This large coefficient is striking providing that the regression already controls for the lower 

distance between neighbor states. In Column (4), we introduce the number of commuting zones 

that are shared between neighbor states.
13

 Our expectation is that the number of shared 

commuting zones is positively correlated with the similarity in the export structure between 

states. Shared commuting zones allow a higher interaction between professionals of neighbor 

states, which raises the probability that neighbor regions will have access to similar capabilities 

and, hence, be able to specialize in similar goods. As expected, the coefficient for the number of 

commuting zones is positive and statistically significant, confirming that the higher the number 

of shared commuting zones, the higher the similarity in export structures. We can see, as well, 

that there is a drop in the value of the neighbor coefficient, pointing out that this coefficient was 

capturing the effect of the number of shared commuting zones. 

In column (5), we introduce additional controls that might explain why neighbor regions 

have a higher export similarity. These include controls on relative factor endowments: human 

capital, capital per worker and land per worker, differences in income per capita levels, and the 

amount of bilateral trade between US states.. The coefficients reported in Table 4-column 5 are in 

line with the theoretical  expectations: differences in income per capita and in factor endowments 

are negatively correlated with export similarity. Classical theories of trade also predict that 

                                                 
13

 These data were obtained from United States Department of Agriculture Economic Research Service  

http://www.ers.usda.gov/data-products/commuting-zones-and-labor-market-areas.aspx. In the year 2000 there 

were 3141 commuting zones in the US, of which only 3.6% where shared between states. 

http://www.ers.usda.gov/data-products/commuting-zones-and-labor-market-areas.aspx
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regions should trade more with more dissimilar regions in terms of export structure. In contrast to 

this expectation, we get a positive coefficient for the amount of bilateral trade. This result might 

point out that other factors, such as the existence of economies of scale and love for variety might 

characterize the pattern of trade between US states (Helpman and Krugman, 1985), or that 

production processes within an industry are fragmented across US states (Hillberry and 

Hummels, 2008). The introduction of the new control variables reduces substantially the value of 

the neighbor state coefficient, declining from 0.304 (column 4) to 0.194 (column 5) (36% 

reduction). In contrast, the coefficient for shared commuting zones rises from 0.139 to 0.199 

(43% increase): once we control for differences in productivity and factor endowments, sharing a 

commuting zones has a larger positive effect on export similarity.  

 We also compared our results on the similarities between US states exports with those 

obtained by Bahar et al. (2014) on the similarities between country exports. When they introduce 

all the control variables, the distance coefficient is -0.316 and the adjacent-country coefficient is 

0.650 (Table 3-Specification 3). Our equivalent (log) distance coefficient is -0.475, and our 

adjacent-state coefficient is 0.414. These coefficients are obtained running our specification (3), 

and using distances (in logs) instead of distance intervals. The differences in the distance 

coefficient might be explained by the fact that we use driving distances whereas Bahar et al. 

(2014) use great circle distances. In fact, if we use great circle distances between US states 

centroids, our distance coefficient drops to -0.199 and our neighbor coefficient rises to 0.662, a 

result very similar to that found by Bahar et al. (2014). This result points out that additional 

forces that might explain the geographical bias of knowledge transfer seem to have similar effects 

within countries and across countries. 

 As discussed in Section 2, this may be due to social connectivity (Millimet and Osang 

2007; Garmendia et al. 2012). To test whether social connectivity is correlated with export 

similarity between regions, we introduce the level of bilateral migration between US states in the 

regression. As explained before, this data is obtained from the U.S. Internal Revenue Service 

(IRS). The IRS determines whether a tax payer has migrated to another state comparing her 

address in tax-year t and tax-year t+1. The level of bilateral migration is calculated as the 

accumulated migration flows in the five years previous to the analysis. So, for the year 2002, we 

use the accumulated figure for the period 1997-2001, and for the year 2007 analysis, we use the 
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accumulated figure for the period 2002-2006. As shown in Table 4-Column 6, the coefficient for 

bilateral migration is positive and statistically significant, as expected. This result confirms that 

social connectivity is correlated positively with export similarity. The remarkable result is that 

when we control for bilateral migration, the neighbor coefficient and the number of shared 

commuting zones coefficient become statistically not significant. As bilateral migrations are 

larger between bordering US states, if we do not control for this variable, the border dummy and 

the number of shared commuting zones capture the positive effect that migration has on 

knowledge spillovers and on export similarity. Although it is not reported in the paper, all the 

distance interval coefficients become statistically not significant as well. This latter result points 

out that the negative effect of distance on export similarity is explained by the influence this 

variable has on bilateral migration. 

 To test the robustness of our result, in column (7), we use an alternative index to measure 

similarity between export structures, the Finger & Kreinin index (Finger and Kreinin, 1979). This 

index is defined as follows: 
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The Finger and Kreinin similarity index (FKS) is the sum of the minimums of each industry i 

export share for a pair of US states (s ,s´). The index takes the maximum value of 1 when the 

distribution of exports across industries is the same in state s and s´, and takes the minimum value 

of zero if there is no overlap in the distribution of exports. As shown in column 7, the use of the 

Finger-Kreinin index does not alter the main results of previous estimations. 

 

5. Conclusions 

If knowledge spillovers decay with distance, we expect regions to develop new industries in 

activities in which their neighbor regions are specialized. We confirm this hypothesis using data 

for US states during the period 2002-2012. In particular, a US state with a neighbor highly 

specialized in an industry has a 58% higher probability to develop that industry than another US 
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state with a neighbor poorly specialized in that industry. From a static perspective, we also show 

that sharing a border with another US states raises the similarity between export structures by 

0.43 standard deviations. Our analyses suggest that the similarity in export structures between 

neighbor regions is positively correlated with higher social connectivity. These findings 

complement the regional diversification literature that has focused almost entirely on the 

importance of local capabilities in related industries. Our analyses also replicate this finding: 

density had a strong and positive effect on developing a new industry in a US state, and this 

density effect is stronger than the effect of neighbor regions that are specialized in that industry  

 As in any study, our study also generates new research challenges. First, we have referred 

to knowledge spillovers more in general to claim that regions are more likely to develop new 

industries when their neighbor regions are specialized. This finding is interesting, as well-known 

studies on the geography of knowledge spillovers in the US (e.g. Jaffe et al. 1993; Anselin et al. 

1997; Varga 2000; Crescenzi et al. 2007) have shown that knowledge spillovers tend to occur 

mainly within US states, and hardly cross US state boundaries. These studies have focused 

largely on academic knowledge spillovers, based on patent and research collaboration data. As 

our study works with trade data, we could focus on all industries in the whole economy. In that 

sense, it would be interesting to analyze more in detail whether the effect of neighboring regions 

differs between industries, and between low and high-tech industries in particular. 

Our study has not measured knowledge spillovers per se, and through which channels 

(such as observational learning, entrepreneurship, labour mobility, trade patterns, research 

collaborations, et cetera) this spatial diffusion process across neighboring regions actually takes 

place. In this study, we looked at the role of social connectivity between regions as a potential 

channel. The next step is to explore which channels on which geography imposes barriers on 

knowledge diffusion, can be held responsible for this neighboring effect, and how they drive 

regional branching. This would shed light on how network relations more in general shape the 

diffusion of capabilities across regions, and how these affect diversification opportunities of 

regions, a topic which has not yet been studied in a systematic way (Crespo et al. 2014). 

Although neighboring regions are likely to be more connected, it is a fact that regions are also 

connected over large geographical distances, especially large urban centers (see e.g. Ponds et al. 

2007). While this role of non-regional linkages is covered in our analytical framework through 
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fixed effects, more explicit attention on their role in the regional branching process is an 

interesting future research avenue. 

Another research challenge is to include the role of institutions which has shown to have 

an impact on diversification at the national scale (Boschma and Capone 2015). Institutions could 

be included in our analytical framework both as a local capability variable (next to density, which 

captures local related capabilities) and as a similarity indicator, capturing the effect of 

institutional or cultural proximity between regions. 
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Figure 1. Number of new industries that emerge in a US state during a 5 year window 
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Figure 2. Average number of jumps in a 5-year interval, 2002-2012. 
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Figure 3. Step function for neighbor RCA index and the probability of developing a new industry 
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Figure 4. Step function for neighbor RCA index and the average annual growth rate in the RCA 

index 
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Figure 5. Similarities density functions: non-neighbors vs. neighbors 
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Figure 6. Step function for the distance coefficient in export similarity 
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Table 1. Development of new industries. Baseline regressions 

 (1) (2) (3) (4) 

Dependent 
variable 

Jump Jump RCA growth RCA growth 

Initial RCA <.5 <.5 <1 <1 

     

RCA index 
neighbor(log) 

0.004*** See Figure 3 0.006*** See Figure 4 

 (0.000)  (0.001)  

     

RCA 0.252*** 0.251*** -0.210*** -0.211*** 

 (0.010) (0.010) (0.005) (0.005) 

     

Density 0.373*** 0.358*** 1.153*** 1.132*** 

 (0.131) (0.133) (0.086) (0.088) 

     

N 83598.000 83598.000 93867.000 93867.000 

r2 0.091 0.091 0.130 0.130 

 

Note: All independent variables are measured at the beginning of the period. The sample pools 5-year interval 

observations for the period 2002-2012. All regressions include year-specific state+neighbor state fixed effects and 

year-specific industry fixed effects. Standard errors clustered at the state+neighbor level in parentheses. ***, **, * 

statistically significant at 1%, 5% and 10% respectively. 
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Table 2. Development of new industries. Robustness analyses 

 (1) (2) (3) (4) (5) (6) 
Analysis Persistence Alternative definition 

 new industry 
Random 

 neighbors 
 

Random 
neighbors 

10-year 
interval 

10-year 
interval 

Dependent variable Jump Jump Jump RCA growth Jump RCA growth 

RCA index neighbor(log) 0.003*** 0.003*** -0.007*** -0.015*** 0.005*** 0.005*** 

 (0.000) (0.000) (0.003) (0.003) (0.001) (0.001) 

       
RCA 0.203*** 0.260*** 0.253*** -0.212*** 0.268*** -0.283*** 

 (0.009) (0.021) (0.010) (0.004) (0.011) (0.007) 

       
Density 0.296*** 0.225* 0.287*** 1.094*** 1.025*** 2.265*** 

 (0.106) (0.127) (0.106) (0.075) (0.158) (0.183) 

       
N 81028 69294 90373 100776 42015 47190 

r2 0.083 0.079 0.133 0.160 0.107 0.150 
 

Note: All independent variables are measured at the beginning of the period. Except for columns (5) and (6), the sample pools 5-year interval observations for the 

period 2002-2012. All regressions include year-specific state+neighbor state fixed effects and year-specific industry fixed effects. Standard errors clustered at the 

state+neighbor level in parentheses. ***, **, * statistically significant at 1%, 5% and 10% respectively. 
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Table 3. Development of new industries. Total RCA and number of neighbors 

 
(1) (2) (3) (4) (5) (6) (7) (8) 

 
Jump Jump Jump Jump Growth Growth Growth Growth 

RCA sum neighbor (log) 0.004*** 0.004*** 
  

0.007*** 0.006*** 
  

 
(0.000) (0.000) 

  
(0.001) (0.001) 

  Nº of neighbors 
 

0.000 
   

-0.001 
  

  
(0.001) 

   
(0.001) 

  RCA >1 sum neighbor (log) 
  

0.006*** 0.002 
  

0.008*** 0.003* 

   
(0.002) (0.002) 

  
(0.002) (0.002) 

Nº of neighbors with RCA>1 
   

0.011*** 
   

0.011*** 

    
(0.003) 

   
(0.002) 

RCA 0.252*** 0.242*** 0.312*** 0.308*** -0.210*** -0.201*** -0.186*** -0.189*** 

 
(0.013) (0.015) (0.021) (0.021) (0.006) (0.007) (0.007) (0.007) 

Density 0.351** 0.008 0.033 -0.007 1.150*** 0.256*** 0.850*** 0.815*** 

 
(0.154) (0.026) (0.220) (0.222) (0.114) (0.030) (0.158) (0.159) 

N 83598.000 83598.000 23154.000 23154.000 93867.000 93867.000 28592.000 28592.000 
r2 0.087 0.081 0.143 0.143 0.126 0.117 0.167 0.168 

 

Note: All independent variables are measured at the beginning of the period. The sample pools 5-year interval observations for the period 2002-2012. Regressions 

(1), (3), (4), (5), (7) and (8) include year specific state and product fixed effects. Regressions (2) and (7) include year-specific product fixed effects. Standard 

errors clustered at the state level in parentheses. ***, **, * statistically significant at 1%, 5% and 10% respectively 

 

  



37 

 

Table 4. Export similarity 

 (1) (2) (3) (4) (5) (6) (7) 
Similarity indicator Pearson Pearson Pearson Pearson Pearson Pearson Finger-

Kreinin 
 

Distance (log) -0.763*** See Figure 6 Interval Interval Interval Interval Interval 

 (0.036)       
Neighbor   0.434*** 0.304*** 0.194** -0.093 0.064 

   (0.099) (0.109) (0.097) (0.101) (0.089) 
Nº of shared commuting zones    0.139** 0.199*** 0.085 0.038 

    (0.058) (0.059) (0.061) (0.042) 
GDPpc (diff)     -0.367** -0.356** -0.278* 

     (0.164) (0.158) (0.151) 
Physical Capital per 
worker(diff) 

    -0.391*** -0.402*** -0.189*** 

     (0.055) (0.052) (0.051) 
Human capital per worker 
(diff) 

    -3.154*** -2.438*** 0.157 

     (0.613) (0.588) (0.463) 
Land per worker (diff)     -0.175*** -0.085*** -0.073*** 

     (0.025) (0.025) (0.023) 
COM     0.016** -0.010 -0.016** 

     (0.007) (0.007) (0.008) 
Bilateral migration (log)      0.456*** 0.191*** 

      (0.045) (0.040) 
N 2352.000 2352.000 2352.000 2352.000 2352.000 2352.000 2352.000 
r2 0.612 0.626 0.634 0.636 0.681 0.709 0.736 

 
Note: The sample pools year 2002 and year 2007 observations. All regressions include year-specific state fixed effects. Standard errors clustered at the state-pair 

level in parentheses. ***, **, * statistically significant at 1%, 5% and 10% respectively.
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Table A1. Summary statistics for variables used in the similarity analysis (average years 2002 

and 2007) 

 

Variable 

 

Mean Standard 

deviation 

 

Similarity index 0.198 0.098 

Distance (km.) 1966.841 1137.531 

Neighbor 0.093 0.290 

Total bilateral trade (Ln) 6.590 3.151 

Dif. GDP per capita (Ln) 0.233 0.286 

Dif. Physical capital per worker (Ln) 1.409 1.241 

Dif. Human capital per worker (Ln) 1.633 0.038 

Dif. Land per worker (Ln) 0.052 1.339 

Total bilateral migration 

 

506907 98223 

 

Source: see text. 


