
 

 

LUND UNIVERSITY 
CENTRE FOR LANGUAGES AND LITERATURE 

 
 

General Linguistics 
Phonetics  

 

 
 
 
 
 
WORKING PAPERS 
Proceedings of Fonetik 2021 
 



Lund University 
Centre for Languages and Literature 

 
 

General Linguistics 
Phonetics  

 

 
 
 
 
Working Papers  
56. 2021  
Proceedings of Fonetik 2021  
Lund, June 8–9, 2021  
Edited by Anna Hjortdal and Mikael Roll 



 

 

 

 

 

 

 

Working Papers  

Department of Linguistics and Phonetics  

Centre for Languages and Literature  

Lund University 

Box 201 

S-221 00 LUND 

Sweden 

Fax +46 46 222 32 11  

https://journals.lub.lu.se/LWPL 

 

This issue was edited by Anna Hjortdal and Mikael Roll 

 

 

© 2021 The Authors and the Centre for Languages and Literature,  

Lund University  

ISSN 0280-526X



 i 

 

Preface  

This volume of the Working Papers in General Linguistics and Phonetics contains the 
proceedings of the 32nd Swedish Phonetics Conference, FONETIK 2021. 
 
The conference is held from June 8 to June 9, 2021. It will be virtual, transmitted via Zoom, 
hosted by Lund University, where the organizing committee will pull strings from a control 
room. 
 
FONETIK 2021 is one in the series of annual conferences for phoneticians and speech scientists 
in Sweden, which regularly attract participants from Denmark, Finland, Norway, and Estonia, 
and sometimes from other countries.  
 
There are 11 contributions in this volume, representing a wide variety of phonetic topics: speech 
perception, acoustic phonetics, speech technology, prosody, neurophonetics, multimodality, 
sound change, and more. Speakers range from up-and-coming students to established senior 
professors. Both university staff and participants from other parts of society, companies as well 
as authorities, are represented. 
 
The virtual format is due to the COVID-19 pandemic, which has afflicted people worldwide 
for well over a year now. Last year’s FONETIK was canceled due to the disease. We thought 
we could wait for a year, let the dark times pass, and have a physical meeting this year. But, as 
Publilius Syrus would say, a person plans one thing, Fate another. A year later, and still under 
pandemic restrictions, there was no way we could allow for another lost FONETIK meeting, so 
we decided to go virtual. To our surprise, we then discovered that the virtual format is not 
entirely void of appeal. It has led us to the proposal of a new type of session, the thematic 
discussion, which we now try for the first time. 
 
We thank all participants for making FONETIK 2021 an extraordinary occasion that we will 
long remember as a light in these dark times. We would like to express our special gratitude to 
all the contributors to the proceedings, who have put their effort into making this event possible 
even in the face of adverse conditions. 
 
Lund, June 2021  
 
The Organizing Committee 
 
Mikael Roll, Mechtild Tronnier, Gilbert Ambrazaitis, Johan Frid, and Anna Hjortdal  
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Pride and prominence 
Mattias Heldner1, Tomas Riad2, Johan Sundberg1,3, Marcin Wlodarczak1, Hatice Zora1 
1Department of Linguistics, Stockholm University 
2Department of Swedish language and multilingualism, Stockholm University 
3Speech, Music and Hearing, KTH 

Abstract 
Given the importance of the entire voice source in prominence expression, this paper 
aims to explore whether the word accent distinction can be defined by the voice 
quality dynamics moving beyond the tonal movements. To this end, a list of word 
accent pairs in Central Swedish were recorded and analysed based on a set of 
acoustic features extracted from the accelerometer signal. The results indicate that 
the tonal movements are indeed accompanied by the voice quality dynamics such as 
intensity, periodicity, harmonic richness and spectral tilt, and suggest that these 
parameters might contribute to the perception of one vs. two peaks associated with 
the word accent distinction in this regional variant of Swedish. These results, 
although based on limited data, are of crucial importance for the designation of 
voice quality variation as a prosodic feature per se. 

 
Introduction 
It is a truth universally acknowledged, that any 
single conference in the Fonetik series must 
include at least one presentation about the 
Scandinavian word accent distinctions. However 
much is already known about this pride of 
phoneticians and phonologists in our part of the 
world, we try to live up to these expectations and 
hope to add new aspects to the description of the 
phenomenon. 

Word accent distinctions exist in several of 
the Scandinavian languages and dialects. Word 
accents allow speakers to differentiate between 
word pairs like vreden [ˈvréːdɛn] ‘the door 
knobs’ and vreden [ˈvrèːdɛn] ‘the wrath’ only by 
the use of accent 1 or accent 2, respectively.  

From a phonological point of view, word 
accents are regarded as tonal phenomena (e.g. 
Bruce & Hermans, 1999; Riad, 2000a, 2000b, 
2006, 2014). From a phonetical point of view, 
however, prosodic functions such as word 
accents are increasingly understood as signalled 
by the dynamics of the entire voice source—of 
which pitch is just one aspect—and where short-
term variations in laryngeal articulation and/or 
phonatory quality are potentially important 
qualities (e.g. Esling et al., 2019; Ní Chasaide et 
al., 2015; Ní Chasaide et al., 2013). 

We are only aware of a few observations of 
voice quality dynamics in relation to 
Scandinavian word accent distinctions from 
previous work, and these are all related to creaky 
voice or stød (realized as creaky voice or as a 

glottal stop). For instance, creaky voice occured 
more frequently in accent 1 than in accent 2 
words in a South Swedish material, where it 
happened in connection with the pitch fall in the 
stressed syllable (Svensson Lundmark et al., 
2017). Similarly, creaky voice in connection with 
sharp pitch falls in stressed syllables have also 
been observed in the variety of Swedish spoken 
in Eskilstuna west of Stockholm (Riad, 2000a, 
2000b, 2009). This so called ‘Eskilstuna curl’ 
appears to occur more frequently in accent 1 
words, but there are no systematic studies of 
whether curl really is involved in the word accent 
distinction. Then, there is the pride of the Danes–
stød–where there are many similarities in the 
distribution of presence of stød and accent 1, and 
absence of stød and accent 2, especially in 
simplex forms (e.g. Basbøll, 2005).  

While these observations of voice quality 
dynamics in relation to word accents all concern 
the closely related aspects low pitch, creaky voice 
and stød (e.g. Lindblom, 2009), our intuition tells 
us that word accents may differ also in other 
respects, including spectral characteristics.  

The primary aim of this study is to explore 
whether the tonal word accent distinction in the 
Central Swedish regional variant (e.g. the one 
spoken in the Stockholm area) is accompanied by 
aspects of voice dynamics related to voice 
quality. To this end, we will use a set of acoustic 
features capturing pitch as well as other aspects 
of voice dynamics to analyse a recording of 
Claes-Christian Elert’s list of word accent pairs 
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(Elert, 1981). In order to capture signals as close 
to the voice source as possible, and avoid the 
influence of the vocal tract present in normal 
microphone signals, we will instead use the 
signal from a miniature accelerometer attached to 
neck (see e.g. Heldner et al., 2018).  

The study is a part of a larger project inspired 
by Ní Chasaide et al. (2015); Ní Chasaide et al. 
(2013) where we try to demonstrate that voice 
quality variation should be treated as a prosodic 
feature in its own right. 

Method 

Speech material 
The speech material consisted of a recording of 
Claes-Christian Elert’s list of 357 word pairs 
differering in word accent (Elert, 1981) by a male 
voice talent from the Stockholm region.  

The recording was made in the Anechoic 
chamber in the Phonetics lab at Stockholm 
University. The signals from an omnidirectional 
condenser microphone (Sennheiser MKE 2) and 
from a miniature accelerometer (Knowles BU-
21135) were recorded on separate channels on a 
battery powered Zoom F8N field recorder (48 
kHz, 24 bit). The accelerometer was attached to 
the skin on the neck just below the level of the 
cricoid cartilage using double sided adhesive 
disks for electrodes.  

All words were produced in citation form. 
That is, each word included a word accent, a focal 
(or sentence) accent as well as a boundary tone 
(Bruce, 1977). Each word was produced once. 
The majority of words in the list are disyllabic 
and have primary stress on the first syllable. It 
appears that all Swedish vowels are represented 
in the stressed syllables of the words. 

After discarding a few mispronounciations 
and words with more than two syllables, 348 
word pairs remained.  

Segmentation 
In preparation for the extraction of acoustic 
features, the microphone recording and word list 
were used to obtain an automatic segmentation 
on word and segment levels using WebMAUS 
Basic with Swedish models (Kisler et al., 2017). 
This automatic segmentation was manually 
checked and corrected where needed with a 
special focus on the vowel segments.  

Acoustic features 
The acoustic feature extraction was limited to the 
vocalic intervals in the first/stressed and 
second/unstressed syllables (henceforth V1 and 
V2) in the words as these appear to be the most 
relevant regions for exploring voice dynamics. 
Not only do we expect vowels to be voiced, but 
they are also regions of relative spectral stability 
where acoustic properties and changes in acoustic 
properties (e.g. tonal movements and tonal 
relations) are most likely to be perceptible 
(House, 1990). In order to avoid influence of 
vowel quality (i.e. vowel formants) on the 
acoustic features, these were extracted from the 
accelerometer signal where the subglottal 
resonances are relatively constant. We extracted 
the following acoustic features: 

pitch (in Hz). 
intensity (in dB). 
degree of periodicity in the signal in terms of 

Cepstral Peak Prominence Smooth (CPPS, in dB, 
Hillenbrand & Houde, 1996). 

relative amplitude of the fundamental 
measured as the difference (in dB) between the 
levels of the first (H1) and second harmonics H2 
(e.g. Klatt & Klatt, 1990). H1–H2 is considered a 
correlate of the closed quotient and has for 
example been used to distinguish creaky, modal 
and breathy voice with increasing relative H1 
amplitude from creaky to breathy. Note however, 
that H1–H2 can also be viewed as a measure of 
spectral slope (in dB/octave) in the lower part of 
the spectrum. 

harmonic richness factor measured as the 
difference (in dB) between the level of the 
overtones relative to the fundamental (HRF, 
Childers & Lee, 1991). HRF is thus another 
measure of spectral tilt and it has also been used 
to distinguish creaky, modal and breathy voice 
with increasingly lower HRF in these modes of 
phonation. In order to reduce the influence of Fo 
on HRF (e.g. Cortes et al., 2018; Godin & 
Hansen, 2015), we extracted HRF with a fixed 
number of harmonics, in our case as the ratio of 
summed energy in harmonics H2–H10 to the 
energy in H1. 

spectral balance measured as the difference 
(in dB) between the level in the 1 to 5 kHz band 
and that below 1 kHz (ALPHA, Frokjaer-Jensen 
& Prytz, 1976).  

spectral tilt in the 1 to 8 kHz band was 
estimated as the first order Mel-frequency 
cepstral coefficient (MFCC1, Kakouros et al., 
2017; Tsiakoulis et al., 2010).  
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probability of creaky voice estimated with the 
creaky voice detection system proposed by 
Drugman et al. (2014). 

All features were extracted every 2 ms using 
a 50 ms window. Finally, the median of all voiced 
frames within the vocalic intervals in the first and 
second syllables of all words was calculated for 
each acoustic measure. 

Results 
First, from visual inspection of the pitch tracks it 
was clear that all of the words included in the 
analyses displayed the expected tonal contours 
for citation forms in Central Swedish. That is, 
with L*HL% for accent 1 and H*LHL% for 
accent 2. From the perspective of pitch 
movements happening specifically within the 
vowels in the stressed (V1) and unstressed (V2) 
syllables, this meant that the A1 words generally 
had a rising tone in V1 and a falling tone in V2, 
while the A2 words had a falling tone in V1 and 
either a falling or a rising-falling ‘hat’ pattern in 
V2.  

The most salient difference between the word 
accents with respect to median pitch in the 
vowels was the downward pitch jump from 
stressed to unstressed vowel in accent 1, whereas 
the vowels had a similar pitch in accent 2 (cf. top 
left panel in Figure 1). As median pitch ought to 
give a conservative estimate of perceived pitch at 
the end of a vowel (d'Alessandro et al., 1998), we 
can assume that a downward interval from 
stressed to unstressed vowel is a correlate of 
accent 1 in citation form, whereas a comparable 
pitch level in the vowels characterizes accent 2. 

Similar patterns, with a downward jump from 
stressed to unstressed vowel in accent 1 and 
vowels at more similar levels in accent 2 was 
found also for intensity, and relative level of the 
fundamental (H1–H2), see Figure 1. A 
comparable pattern with larger differences 
between the vowels in accent 1 than in accent 2 
was observed also for degree of periodicity 
(CPPS). The higher degree of periodicity is 
consistent both with less breathiness and less 
creaky voice in the stressed vowel in accent 1. 
The lower H1–H2 in the unstressed vowel in 
accent 1 is probably due to a weaker fundamental 
in line with the weaker intensity in V2. These 
results are not surprising, similar observations for 
pitch probably led to the one vs. two peak 
description of the word accents in previous work 

(e.g. Gårding, 1977), and the observations 
regarding intensity, CPPS and H1–H2 will 
contribute to the impression of one vs. two 
prominent syllables in accent 1 and 2, 
respectively. 

When we look at the remaining spectral 
measures in Figure 1, we observe that the word 
accents were mostly quite similar. The large and 
negative spectral balance (Alpha) values indicate 
that the frequency band below 1 kHz (which 
includes the first subglottal formant around 600 
Hz) had considerably more energy than the 1 to 5 
kHz band when estimated from the accelerometer 
signal, but the Alpha values did not mirror the 
pitch and intensity differences between A1 and 
A2. The harmonic richness factor values 
indicates that the energy of the overtones (H2 to 
H10) was approximately equal (i.e. close to 0) to 
that of the fundamental (H1) when estimated 
from the accelerometer signal. This could be due 
to the influence of the subglottal formant around 
500 Hz. There was a slight increase in HRF (< 
1dB) from V1 to V2 in A1 and the opposite 
pattern in A2. The first Mel-frequency cepstrum 
coefficient (MFCC1) which characterizes 
spectral tilt up to 8 kHz (although most of the 
spectral energy above 5 kHz will be absent in the 
accelerometer signal) showed less tilt (i.e. more 
high frequency energy) in V2 than in V1 in A1 
consistent with the HRF findings and marginal 
differences between V1 and V2 in A2. 

Finally, when we inspect the probability of 
creaky voice, we find that creak was rare in the 
recording. However, creak probability was 
higher in the unstressed vowel in accent 1 than in 
any of the other vowel positions, that is in 
connection with the falling low tone in V2. 

Discussion 
This limited study shows that the tonal word 
accent distinction in Central Swedish is indeed 
accompanied by voice quality dynamics, in 
addition to the tonal movements. The most salient 
pattern is a marked difference between the 
stressed and unstressed vowels in accent 1 in 
several acoustic features, whereas the vowels are 
more equal in accent 2. The observed voice 
quality dynamics probably contribute to the 
perception of one vs. two peaks (or prominent 
syllables) associated with the word accent 
distinction in this regional variant of Swedish. 
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Figure 1. Box plots of acoustic features extracted from the vowels in the first and second syllables (V1 
and V2) in words with word accent 1 and 2 (A1 and A2). The plots are based on all words in the speech 
material. 

 

We would also like to remark that some 
aspects of voice dynamics are more difficult to 
measure than others. Indeed, several of the 
acoustic features used here were developed for 
analysis of inverse filtered signals where the 
influence of the vocal tract is removed through 
manual filtering. Informal tests showed that 
several of the differences observed in the 
accelerometer signal disappeared if the features 
were instead based on a normal microphone 
signal. While the accelerometer signal has some 
peculiarities, including the strong but static first 

subglottal formant, accelerometers clearly 
facilitate investigations of voice dynamics in 
larger datasets compared to manual inverse 
filterning (Heldner et al., 2018). 

Finally, the result that we could identify voice 
quality dynamics involved in the word accent 
distinction from the accelerometer signal 
encourages us to explore other prosodic functions 
such as word and utterance level prominences 
and turn-taking with the same kind of method. 
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The perceptual importance of falling pitch for 
speakers from different dialects of Swedish 
Sabine Gosselke Berthelsen 
Centre for Languages and Literature, Lund University 

Abstract 
Falling pitch has long been argued to be a key feature in the distinction of Swedish 
pitch accents. In this paper, neurophysiological and behavioural evidence 
substantiating the perceptual importance of HL pitch contours at the word level is 
discussed. When presented with novel words, Swedes, regard-less of dialect, 
preattentively distinguished meaningful words with falling pitch. Falling pitch was 
also facilitative for tone mismatch detection. These responses to meaningful HL 
contours in foreign words were likely based on transfer from the native tongue, thus 
emphasising the importance of falling pitch in the discrimination of word accents in 
four Swedish dialect areas. However, while responses to falls were facilitated across 
dialects, additional dialect-dependent facilitation effects were found. 
 
Introduction 
 

Swedish has two pitch accents, accent 1 and 
accent 2, which are realised on word stems and 
affected by affixes (cf. Riad, 1998). Their pitch 
patterns differ systematically between dialects. 
Five dialect areas are distinguished in this 
respect: type 0, type 1A and 1B, and type 2A and 
2B (cf. Gårding, 1973). Type 0 does not differ-
entiate accent 1 and 2. The remaining dialect 
types are originally named with respect to the 
number of peaks that accent 2 receives in citation 
form (or focal position). A third word accent type 
is tentatively included for Gothenburg Swedish: 
type 3. Here, accent 1 and 2 have both been shown 
to elicit double peak contours in both focal and 
non-focal position (e.g., Segerup, 2005).  

Word accents clearly differ within dialects, on 
the one hand, and between dialects, on the other. 
Yet, it is often argued that this variability is 
entirely based on timing differences and that all 
word accents are essentially different encodings of 
an underlying HL contour (e.g., Bruce, 1983, 
2005; Bruce & Gårding, 1978). Thus, regardless 
of dialect, the onset of the word accent fall is 
earlier for accent 1 than for accent 2 (cf. Figure 1). 
Besides this crucial difference distinguishing the 
two word accents, there are further timing 
differences that distinguish the different dialect 
types. Thus, the onset of the word accent falls is 
earlier in type 2 dialects than in type 1 dialects. In 
type 2 dialects, the HL onset is in fact so early that 
accent 1 is realised as a low tone ([H]*L). The late 
onset in type 1 varieties, on the other hand, 

typically enforces the inclusion of a pitch rise 
from the previous word’s L ([L]*HL). Regarding 
the A- and B-subtypes within type 1 and type 2, A 
has an earlier fall than B (Bruce, 1983, 2005). The 
double-peaked word accents in Gothenburg 
Swedish do not easily fit into the general word 
accent typology with respect to timing or pitch 
movement. Yet, there is a small but important 
difference in the timing of the fall in the stressed 
syllable between accent 1 and accent 2 even in this 
otherwise atypical dialect. 

While the HL contour is likely the underlying 
feature driving word accent distinction within 
and between dialects overall, the vastly different 
realisations invite for speculations about the 
factual perceptual relevance of the fall and 
whether it is equally important in all dialects. It is 
conceivable, for example, that listeners from type 
2 dialect areas perceive the difference between 
word accents as a high – low contrast or that 
speakers of type 1 dialects make use of the rising 
part of the contour to distinguish words, as the 
remnant rise precedes the H*L.  

A reliable way of investigating the perceptual 
importance of pitch patterns in a population is to 
present speakers with a foreign tone system and 
study acquisition of and interaction with the new 
tones. Acquired perceptual strategies for the 
native language (i.e., specialised neural circuits) 
involuntarily guide the processing of foreign 
language input, at least initially. Swedish has 
recently received some attention in this context 
where it has been shown that Swedish speakers 
outperform speakers from non-tonal languages in 
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discrimination or processing of foreign tones 
(e.g., Burnham et al., 2014; Gosselke Berthelsen, et 
al., 2020). Interestingly, this is the case when tones 
are embedded in a linguistic context but does not 
hold for musical tones.  

More closely investigating not simply the ad-
vantage of having tones in the native language 
(L1) but looking at specific pitch patterns, it has 
further been illustrated that Swedish second lan-
guage (L2) learners highly accurately identify 
falling L2 tones (i.e., Mandarin T4; Gao, 2016, 
2019). Accuracies for L2 fall-rising tones (T3) 
are also high. It is not certain whether the latter is 
due to the presence of the initial fall or related to 
the fact that the fall-rise contour is reminiscent of 
the combined pattern for word accent and focus 
tone (in some varieties). Importantly, high and 
rising L2 tones (T1 & T2) are recognised with 
considerably lower accuracy.  

This behavioural advantage for falling tones, 
however, seems to disappear with high intensity 
training (Gosselke Berthelsen et al., 2021). Under 
such circumstances, Swedish native speakers did 
not perform differently in the detection of 
mismatches related to falls compared to rises and 
high or low tones. In fact, their behavioural res-
ponses were statistically indistinguishable from 
those of non-tonal participants. Yet, while the 
behavioural measures were not indicative of a 
perceptual advantage for falls, a fall-facilitated 
neurophysiological response was observed just 50 
milliseconds after the onset of the tone. This 
relatively newly discovered response has been 
associated with a lexical gating process, distin-
guishing words from nonwords and grammatical 
from ungrammatical forms (e.g., Herrmann et al., 
2009; MacGregor et al., 2012; Shtyrov & Lenzen, 
2017). A reduction in this EEG component, argued 
to be related to eased preconscious processing, 
was found for falls in meaningful words. This 
suggests that Swedish listeners are conditioned 
from their L1 to automatically use falling pitch as 
a cue to lexicality status. A process, that they pre-
consciously make use of even in the perception of 
foreign tones in a meaningful linguistic context. 

Somewhat surprisingly maybe, none of the 
presented studies on Swedish native speakers’ 
identification and processing of foreign tone offer 
clear information about the participants’ dialectal 
background. Instead, they choose to treat Swedes 
as a uniform group with respect to word-level 
pitch experience. A choice that is presumably 
seen as justified by the suggestion that all word 
accent realisations are instantiations of HL 
contours. However, the differences in pitch 

realisations at the word level as a result of timing 
differences and interactions with sentence-level 
pitch (e.g., focus tones) might in fact result in 
differences in perceptual cues for word discrimi-
nation in the different dialects. The present paper 
presents a first attempt at bridging this gap and 
investigating if there are dialectal differences 
concerning perceptually important pitch patterns. 
For this purpose, behavioural and neurophysiolo-
gical data from Gosselke Berthelsen et al. (2021) 
are analysed according to the participants’ native 
dialect and emerging patterns for the lexical 
gating effect are discussed. 

Methods  

Participants 
Twenty-three right-handed participants (aged 19-
29, M = 23.7; 12 female) were informants in the 
present study. They were all native speakers of 
Swedish and came from three different dialect 
areas: South Swedish (type 1A), Central Swedish 
(type 2A, referred to by Bruce (e.g., 2005) as East 
Swedish), and West Swedish (type 2B). West 
Swedish was further separated into West Swedish 
and Gothenburg Swedish (type 3). Participants’ 
dialects were determined in accordance with self-
reported native dialect and primary area of 
residence, Figure 1. Note that participants moved 
within and across dialect borders (number of 
moves = 1-6; M = 2.8), including a move to the 
Lund area in the south of Sweden, where all 
participant were residing at the time of testing. 

 
Figure 1. Maps for both groups indicating sub-
groups’ residence distribution as well as Swedish 
word accent patterns. Word accent distribution 
adapted from Gårding & Lindblad (1973). Stylised, 
non-focal word accents modelled based on Bruce 
(1983) and Segerup (2005).  



Proceedings of Fonetik 2021, Centre for Languages and Literature, Lund University 

 

 9 

Participants were divided into two groups. They 
were tasked with learning novel foreign words 
with H* and H*L tones (H/HL group) or L* and 
L*H tones (L/LH group), respectively. Groups 
were matched for age (MH/HL = 23.4 years; ML/LH 
= 24.0 years) gender (H/HL: 6 female; L/LH: 6 
female), and a large number of other background 
factors, such as working memory and socioeco-
nomic status. Both learner groups could be 
divided into four subgroups representing the four 
dialectal areas, see Table 1. 

Table 1. Number of participants per dialect. 

Dialect H/HL L/LH 

South Swedish       4  1 
Central Swedish       3  3 
West Swedish       2  5 
Gothenburg Swedish       2  3 

Materials  
Twenty-four auditory, monosyllabic pseudo-
words were created for the experiment, Table 2. 
Although Swedish does not have differential pitch 
on monosyllables (they uniformly bear accent 1, 
e.g., bil1, ‘car’), monosyllables were deemed suit-
able for this investigation as the pitch accent on a 
monosyllabic stem is systematically altered when 
suffixes are added (e.g., bil2-ar, ‘cars’, bil2-bälte, 
‘seatbelt’, but bil1-en, ‘the car’, cf. Riad, 1998). In 
the present stimuli, rather than adding pitch-
altering suffixes, the tones themselves served as 
grammatical suprafixes, see procedure below. 

Table 2. Pseudowords used in the experiment. 

i/u word pairs          a/ε word pairs 

dif / duf dap / dεp 
fif / fuf fap / fεp 
kip / kup kaf / kεf 
lir / lur lap / lεp 
sis / sus sap / sεp 
tip / tup taf / tεf 
 
Half of the auditory stimuli were presented as 

novel words while the other half were presented 
as nonwords. A pseudoword learning paradigm 
was selected in order to guarantee equal exposure 
to the foreign words in which lexicality effects 
were to be studied. Word division was pseudo-
random, such that i/u word pairs and a/ε word pairs 
were used as novel words or nonwords in an equal 
number of participants. In Praat (Boersma, 2001), 
four tones (H*, H*L, L*, L*H, see Figure 2) were 
added to the words in the following way: For any 

given participant, H*/H*L pitch would either be 
added to the novel words, assigning the parti-
cipant to the H/HL group, or with nonwords, 
assigning the participant to the L/LH group. The 
L*/L*H would then be added to the other set of 
words: nonwords or novel words, respectively. 

 
Figure 2. Spectrogram for example word /tiːp/ 
with the four pitch contours (H*, H*L, L*, L*H). 

Procedure 
Participants were presented with all words a total 
of 60 times, i.e. 30 times each on two consecutive 
days. All novel words were always followed by 
pictures of people in different professions to 
assign meaning to the words. The tones were 
associated with grammatical meaning, such that 
the difference between H* and H*L in the H/HL 
group or L* and L*H in the L/LH group would 
either be associated with grammatical gender or 
number distinctions (i.e., singular vs plural or 
feminine vs masculine). This was done to assimi-
late the function of pitch on Swedish words while 
keeping an easily controllable, monosyllabic 
word structure. Participants were told explicitly 
that the words that they would learn would 
contain gender and number markers. To uphold 
the participants’ attention and to assess learning 
progress, in some trials (12.5%), the novel words 
were presented with a wrong picture. Participants 
were prompted to indicate incorrectly matched 
trials by a button press. Behavioural measures 
documenting the recognition of pictures that 
incorrectly matched the preceding word’s tone 
will be discussed in the preliminary results. 

 

Electroencephalography 
During the experiment, EEG data was recorded 
from 64 Ag-AgCl EEG electrodes (EASYCAP 
GmbH, Herrsching, Germany) with a SynAmps2 
amplifier and Curry Neuroimaging Suite 7 soft-
ware (Compumedics Neuroscan, Victoria, Australia). 
Two bipolar eye channels (EOG) were included. 
Left mastoid (M1) served as online reference and 
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AFz as ground. Sampling rate was 500 Hz and a 
low pass filter of 200 Hz was run online. Offline, 
the data was filtered with a 0.01 Hz high pass and 
a 30 Hz low pass filter. Epochs of 1200 ms were 
extracted at vowel/tone onset (cf. Figure 2) 
including a 200-ms baseline. Eye artefacts were 
corrected through independent component 
analysis (ICA, Jung et al., 2000). Epochs exceeding 
±100 μV were excluded (M = 1.09%; SD = 0.72). 

Preliminary analysis and results 
To investigate the potential effect of dialect in the 
dataset, the behavioural measures response times 
and response accuracy were divided into group 
averages for the different dialects, see Table 3 
and Table 4. The H/HL group overall has faster 
response times (M = 1615 ms) and higher res-
ponse accuracy (M = 79%) than the L/LH group 
(MRT = 1889 ms; MACC = 55 %). Further, mismat-
ches with the H*L pitch pattern (M = 1587 ms) are 
recognised more quickly than mismatches with any 
other tone type (MH* = 1644 ms; ML*H = 2018 ms; 
ML* = 1760 ms). With respect to accuracy, there is 
virtually no differences between H*L tone mis-
match recognition (M = 78.67%) and the detection 
of mismatches with H* tones (M = 78.68%). The 
two do, however, clearly differ from L*H mis-
matches (M = 56%) and L* mismatches M = 55%). 
Note that Gothenburg Swedish differs from the 
other dialects and does not favour H*L tones. 

Table 3. Response accuracy for recognition of 
tone mismatches by dialect. 

 H/HL group L/LH group 
  Dialect H*L H* L*H L* 

South 64% 59% 34% 22% 
Central 95% 94% 46% 49% 
West 83% 88% 69% 65% 
Gothenburg 73% 74% 75% 81% 

Table 4. Response times in milliseconds for 
recognition of tone mismatches by dialect. 

 H/HL group L/LH group 
  Dialect H*L H* L*H L* 

South 1483 1359 1635 1503 
Central 1213 1401 2654 2173 
West 1295 1657 1741 1737 
Gothenburg 2357 2167 2041 1626 

 
Further, to study the participants’ neurophysio-
logical responses, effect amplitudes for the sig-
nificant electrode cluster (FC2, FC4, C1, Cz, C2, 
CP1, CPz, and CP2) and time window (50-70 ms) 

from Gosselke Berthelsen et al., (2021) were sepa-
rated into dialects, see Table 3. Mean amplitudes 
showed a reduced effect for H*L tones when they 
were part of meaningful new words (H/HL group) 
regardless of dialect (M = −0.76 µV). This 
reduction emerged in comparison to both 
nonwords (ML*H = −1.04 µV; ML* = −0.88 µV) 
and novel words with H* pitch (M = −0.86 µV). 
When presented as part of nonwords (L/LH 
group), the H*L tone (M = −1.06 µV) was not 
preattentively differentiated from the other tones 
(novel words: ML*H = −0.98 µV; ML* = −1.00 µV; 
nonwords: MH* = −1.06 µV). The L/LH group 
instead showed a tendency towards a global 
amplitude reduction for newly learned real words 
(M = −0.99 µV) compared to nonwords (M = 
−1.06 µV). For Central Swedish speakers (type 
2A), in addition to the reduced amplitude for the 
fall in novel words, there was also a noticeable 
amplitude reduction for L* and H* tones on novel 
words. 

 

Table 5. Average amplitude in (µV) of all cluster 
electrodes in the 50-70 ms time-window for all 
dialect sub-groups by group and pitch pattern. 

HL/H group Words  Nonwords 
  Dialect H*L H* L*H L* 

South −1.05 −1.19 −1.15 −1.16 
Central −0.17 −0.19 −0.82 −0.64 
West −0.98 −1.06 −1.25 −1.02 
Gothenburg −0.83 −1.00 −0.95 −0.71 

LH/L group Words   Nonwords 
  Dialect L*H L* H*L H* 

South −0.81 −0.90 −0.78 −0.88 
Central −0.92 −0.79 −1.09 −1.07 
West −1.55 −1.57 −1.70 −1.66 
Gothenburg −0.65 −0.74 −0.67 −0.62 

Discussion 
The results presented here emphasise the suggest-
ed special status of the falling tone at word level 
for Swedish listeners. Swedes from most dialect 
areas could most easily identify incorrectly 
matched pictures when the mismatches were 
based on H*L tones. More directly measuring the 
pitch itself, neurophysiological results showed 
that H*L pitch, when presented on a meaningful 
word, reduced the early EEG component related 
to lexical gating. This reduction, arguably related 
to ease of processing, was found in listeners from 
all four dialect areas in the current study. This 
demonstrates the perceptual importance of pitch 
falls at the word level in Swedish regardless of 
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dialect, strengthening the claim that it is indeed 
the fall that primarily distinguishes word accents 
regardless of their realisation in the complex 
interplay with timing and sentence level pitch 
(e.g., Bruce, 1983, 2005; Bruce & Gårding, 1978). 

Given its close relation with word stems and 
affixes in Swedish, it is not surprising that the 
H*L tone could only serve as a cue for lexicality 
effects when it was added to meaningful words. 
When it had no meaning or function, it was too 
dissimilar from the native tones to affect L2 
processing. Thus, in conditions where L* and 
L*H were associated with novel words, a tone-
independent but substantially smaller effect of 
lexicality was observed. Listeners less success-
fully learned to use other differences in the 
speech input (i.e., L* and L*H tones or vowels) 
in absence of an H*L cue. This is substantiated 
by the behavioural data which shows reduced 
mismatch detection accuracy and prolonged 
response times for learners who had to rely on L* 
and L*H tones during word acquisition.  

An intriguing pattern was observed for the 
Central Swedish subgroups. In addition to the 
amplitude reduction for falls, they also showed a 
reduced amplitude for high and low tones when 
these were part of meaningful words. Central 
Swedish (type 2A) is argued to have the earliest 
fall onset both for accent 1 and accent 2 (cf. 
Bruce, 1983). As such, accent 1 is realised as a 
low tone ([H]*L) in pre-focal position and for 
accent 2, the high tone is prominently associated 
with the stressed syllable (*HL). The preliminary 
results presented here indicate that the timing of 
the fall contour in Central Swedish has an impact 
on the perceptual prominence of pitch for native 
speakers of this dialect. To this effect, Central 
Swedish speakers preconsciously use the pitch 
fall as well as low and high level tones as percep-
tual cues for lexical distinction. Thus, response 
amplitudes for the early EEG component are re-
duced for all three pitch types, indicating eased 
processing due to transfer from the native dialect. 
This is partly corroborated in the behavioural 
responses. The Central Swedish participants in 
the H/HL group have by far the highest accuracy 
and fastest response times overall. This is likely 
due to the fact that they can preconsciously assess 
not only the H*L tone but also the H* tone. 
Further, those Central Swedish participants who 
learned words with L* and L*H tones have better 
response accuracy and response times for the L* 
tones than the L*H tones. However, overall 
accuracy is comparably low and response times 
are comparably long in this subgroup. 

Interestingly, West Swedish (type 2B) did not 
share the Central Swedish (type 2A) emphasis on 
low and high tones. The relatively later onset of 
the word accent fall in this variety likely dimini-
shes its potential interpretation as a low tone. 

Another group of participants that very clearly 
stood out in the present study was the Gothenburg 
Swedish variety (here tentatively referred to as 
type 3). While the expected reduction for the H*L 
pattern in novel words was found in the 
neurophysiological data, the largest reductions 
were evident for level tones in non-words. It is 
unclear why the reduction would occur in the 
non-words rather than the words. This confound 
was not resolved but rather strengthened by the 
behavioural data. In both Gothenburg Swedish 
sub-groups, level pitch could more quickly and 
accurately be used for tone mismatch detection 
than the H*L and L*H contour tones. In fact, the 
H*L tone pattern was found to be the least useful 
cue for mismatch detection. The differences 
between conditions and between groups were, 
however, rather small and overall accuracy was 
high. It is likely that the similarity of the word 
accent patterns in the Gothenburg in both focal 
and non-focal position dialect reduces the 
perceptual importance of the falling pitch 
movement cue both for preconscious lexicality 
effects and for mismatch detection. Instead, 
listeners are likely attentive to other cues. It has 
previously been argued that vowel length plays 
an important role Gothenburg Swedish (e.g., 
Segerup, 2004). It is possible that the listeners in 
the present study interpreted the level tones as 
longer and could therefore effectively use them 
as cues for mismatch detection. However, this 
does not explain the reverse lexicality effect for 
level tones (i.e., a reduction for non-words rather 
than words). Further research on pitch perception 
in Gothenburg Swedish is thus certainly needed 
to understand the present data. The 1B dialect 
type was not included in the present investigation 
due to lack of participants. However, its relative 
similarity with type 1A word accents tentatively 
suggests that the fall would have the same status 
as it does in the remaining dialects. However, it 
is of course possible that there are additional 
perceptual cues. As the dialect area with the latest 
onset for the word accent falls, the type 1B 
variety has the longest rise leading up to the H of 
the HL contour. Hence, rises might potentially 
play a larger role in this dialect than in the other 
dialects.  

Not mentioned explicitly in the introduction, 
the two previous studies on Swedish learners 
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identification of L2 tones carried out by Gao (i.e., 
Gao 2016, 2019) find slightly different results 
with respect to the two very accurate patterns (fall 
vs fall-rise). In one study (2019) the fall is the most 
accurate pattern while in the other (2016), the 
fall-rise is slightly more accurate than the fall. In 
light of the present results, one possible explana-
tion for this minor difference might be the parti-
cipants’ dialect background. It is possible, and 
indeed to some degree indicated in the paper, that 
the 2016 study had a large number of participants 
from type 2B varieties where, in focal position, 
accent 1 is realised as a fall-rise and accent 2 has 
a double peak pattern. This might lead to high 
fall-rise accuracy. The 2019 study, on the other 
hand, might have been conducted with a larger 
number of participants from type 1 varieties who 
are not familiar with double peak word accents 
from their native dialect, leading to the expected 
higher accuracy for the fall.  

In sum, the current pilot study into the role of 
dialectal variation for the perceptual salience of 
pitch cues at the word level found that falling 
tones on meaningful words boosted preconscious 
lexicality effects in all the four tested dialectal 
varieties and possibly beyond. The neurophysio-
logical results emphasise the key function that 
falling pitch plays in Swedish speakers’ word per-
ception overall. Yet, native dialect pitch timings 
and pitch prominence can affect perceptual sali-
ence and potentially sensitise listeners to additi-
onal pitch cues or different prosodic cues (such 
as vowel duration). Thus, while the fall protruded 
as the most important perceptual cue for speakers 
of all tested tonal dialects of Swedish, care should 
be taken when treating Swedes from different 
dialect backgrounds as a uniform group with 
respect to word-level pitch processing. More 
extensive data, including more participants, more 
dialects, and even a larger variety of tested pitch 
contours, is needed to corroborate the present 
preliminary findings and suggestions. 
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Segmental durations as a correlate of Swedish 
word accents: Evidence from Stockholm and 
Scania Swedish 
Gilbert Ambrazaitis1 & Mechtild Tronnier2 
1Linnaeus University, Växjö  
2Centre for Languages and Literature, Lund University 

Abstract  
This study aims to scrutinize the role of segmental duration as a correlate of the two 
Swedish word accents, asking whether it is a robust correlate, independent of tonal 
complexity and phrase-level prosodic factors. To this end, we examined segmental 
durations of Accent 1 and Accent 2 words in two regional dialects, controlling for 
focus and phrase finality. Recordings from 24 speakers were analysed. The results 
showed that the vowel in the stressed syllable and the post-vocalic consonant were 
produced longer with Accent 2 than with Accent 1, irrespective of the speakers’ 
dialect, focus condition and position in the utterance. 
 

Introduction 
Swedish exhibits a binary tonal word-accent 
distinction (Accent 1, Accent 2, henceforth A1 
and A2) which is acoustically manifested in the 
fundamental frequency (fo) contour. Further 
acoustic correlates beyond fo have hardly been 
acknowledged in the past, although minor 
differences in segmental durations between A1 
and A2 have been observed in some previous 
studies (e.g., Elert, 1964; Heldner & Strangert, 
2001; Svensson Lundmark et al., 2017).  

The few previously reported duration data for 
A1 and A2 in Swedish are, we argue, not well in 
line with the numerous available reports on tone 
languages, which suggest that more complex 
tonal patterns are reflected by longer durations 
(e.g., Köhnlein, 2015, and references therein). 
For Swedish, however, previous research has not 
consequently revealed longer durations where it 
would be predicted based on tonal complexity. 
For instance, for Stockholm Swedish, Elert 
(1964) observed a longer post-stress consonant in 
A2 than in A1, but at the same time a longer 
stressed vowel in A1 than in A2, although longer 
durations would generally seem to be predictable 
for the more complex H*LH-pattern in A2 than 
for the (H)L*H in A1. Similar results to those of 
Elert (1964) were reported by Heldner and 
Strangert (2001), although they did not explicitly 
focus on segmental durations as a correlate of 
word accents. Their aim was instead to examine 
focal lengthening, which leads us to a possible 
explanation of the results by Elert (1964).    

Thus, possibly, the Swedish word accents per 
se do not actually differ with respect to duration, 
but the small observable durational differences 
between A1 and A2 are, instead, a bi-product of 
phrase-level prosody. In particular, one could 
hypothesize that focal lengthening has a slightly 
stronger effect on the segmental material that is 
aligned with the focus marking H tone, than on 
remaining segments. This would mean that focal 
lengthening should have a stronger effect on the 
stressed syllable in A1 than in A2, and conversely 
a stronger effect on the post-stress syllable in A2 
than in A1. We might thus, under focus, expect a 
longer stressed vowel in A1 than in A2 and a 
longer post-vocalic consonant (= onset of the 
post-stress syllable) in A2, which is what the 
results by Elert (1964) and Heldner and Strangert 
(2001) displayed.  

Furthermore, if the alignment of the focus 
marking tone is what determines the segmental 
scope of focal lengthening, different lengthening 
patterns for different dialects could be predicted. 
In Scania Swedish, for instance, focus is typically 
not encoded through an additional tonal gesture 
as in Stockholm Swedish, but rather through the 
tonal pattern determined by the word accents: a 
H*L fall in A1, and a L*H rise in A2. Thus, for 
Scanian, our hypothesis would predict that, under 
focus, the stressed vowel might be lengthened in 
both A1 and A2, since the focus marking tonal 
pattern is aligned with the vowel in both cases. In 
addition, however, one could expect lengthening 
of the post-vocalic consonant in A2 (only), 
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because this consonant is typically included in 
the A2 L*H rise. In line with this prediction are 
the results by Svensson Lundmark et al. (2017), 
who found a durational differentiation of A1 and 
A2 for Scania Swedish, under focus, only in the 
post-vocalic consonant. 

However, for a conclusive test of the 
hypothesized impact of focus on the durational 
differentiation between A1 and A2, focus as a 
factor should be experimentally controlled for (as 
in Heldner & Strangert, 2001). In this study, we 
therefore compare segmental durations for A1 
and A2 in focal and non-focal conditions. As an 
additional control factor, we include different 
positions in the utterance, as it is well known that 
lengthening is not only triggered by focus but 
also only by phrase finality (e.g., Heldner & 
Strangert, 2001). Furthermore, we present two 
parallel analyses for two dialects of Swedish – 
Stockholm and Scania – which differ critically in 
the tonal composition of the word accents, as well 
as in how focus is marked tonally. 

The study 
Subjects and materials 
The analyses are based on recordings from 24 
speakers in total (6 women and 6 men per 
dialect), and 36 utterances per speaker (12 
conditions, 3 repetitions). Speakers were asked to 
read the following sentences, which were 
preceded by context questions in order to trigger 
different focus conditions (varying narrow focus 
on the three nouns in the phrase):  

Boven hade vinet i bilen 
‘The villain had the wine in the car’,  
Boven hade viner i bilen  
‘The villain had wines in the car’, 
Boven hade vinet i bilar  
‘The villain had the wine in cars’, 
Boven hade viner i bilar  
‘The villain had wines in cars’. 

 
Hereby, the three nouns (villain, wine, car) are 

associated either with A1 (= def. sg. form) or A2 
(= indef. pl.). Only the two last nouns in the 
phrases (vinet/viner and bilen/bilar), produced in 
A1 form and A2 form, were considered. These 
two nouns occur at different positions in the 
utterance (vinet/r = medial; bilen/ar = final), and 
are tested in focal and non-focal conditions: in 
pre-focal position (only vinet/viner – narrow 
focus on bilen/ar), in focal position (both 
vinet/viner and bilen/bilar), and in post-focal 

position (both vinet/viner and bilen/bilar – 
narrow focus either on boven or on vinet/viner).  

Data Analysis 
The target words were segmented manually in 
PRAAT (Boersma & Weenink, 2018). Duration 
data were extracted for the vowel in the stressed 
syllable as well as the post-vocalic consonant 
from both target words (/i/ and /n/ in vinet/r; /i/ 
and /l/ in bilen/ar). 

Data were analyzed using linear mixed 
regression models, separately for the two 
dependent variables (duration of vowel and 
duration of following consonant), and separately 
for the two sentence positions (vinet/er vs. 
bilen/ar) and dialects. The models included the 
predictors word accent (WA) * focus as fixed 
effects (where ‘*’ denotes an interaction term), 
and speaker as a random effect.  

Each of the full models (WA * focus + 
(1|speaker)) was then compared to two different 
reduced models using likelihood ratio tests in 
order to evaluate the significance of the predictor 
WA and its interaction with focus.  

Results 
From Figures 1-8, it can be seen that the results 
reveal an overall stable and uniform effect of 
word accent on the duration of the vowel in the 
stressed syllable (/i:/ in vin and bil) and the 
subsequent consonant (either /n/ or /l/), 
irrespective of focus condition, position in 
utterance (vin vs. bil) and dialect: Both segments 
tend to be slightly longer in A2 than in A1 (except 
in the /l/ in post-focal bilen in Stockholm 
Swedish). Results of the likelihood ratio tests are 
included in the captions of Figure 1-8. 

 

 
Figure 1. Duration of the vowel /i/ produced with 
A1 (in “vinet”) and A2 (in “viner”) in utterance 
medial position in Central Swedish (Interact. n.s, 
WA***, Diff WA =10 ms). 
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Figure 2. Duration of the vowel /i/ produced with 
A1 (in “bilen”) and A2 (in “bilar”) in utterance 
final position in Central Swedish (Interact. n.s, 
WA***, Diff WA =10 ms). 

 

 
Figure 3. Duration of the consonant /n/ produced 
with A1 (in “vinet”) and A2 (in “viner”) in 
utterance medial position in Central Swedish 
(Interact. n.s, WA***, Diff WA =18 ms). 

 

 
Figure 4. Duration of the consonant /l/ produced 
with A1 (in “bilen”) and A2 (in “bilar”) in 
utterance final position in Central Swedish 
(Interact.*, WA***, Diff WA =4 ms). 

 

 
Figure 5. Duration of the vowel /i/ produced with 
A1 (in “vinet”) and A2 (in “viner”) in utterance 
medial position in South Swedish (Interact. n.s, 
WA***, Diff WA =14 ms). 

 

 
Figure 6 Duration of the vowel /i/ produced with 
A1 (in “bilen”) and A2 (in “bilar”) in utterance 
final position in South Swedish (Interact. n.s, 
WA*, Diff WA =7 ms). 

 

 
Figure 7. Duration of the consonant /n/ produced 
with A1 (in “vinet”) and A2 (in “viner”) in 
utterance medial position in South Swedish 
(Interact. ***, WA***, Diff WA =10 ms). 
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Figure 8. Duration of the consonant /l/ produced 
with A1 (in “bilen”) and A2 (in “bilar”) in 
utterance final position in South Swedish 
(Interact.*, WA***, Diff WA =8 ms). 

Discussion and conclusions 
This study suggests that segmental durations 
constitute a systematic and robust correlate of the 
Swedish word accents, since longer durations 
were observed for Accent 2 than for Accent 1, 
irrespective of phrase-level factors. Furthermore, 
we found equivalent results for two different 
regional dialects which differ critically with 
respect to the tonal composition of the word 
accents. Thus, no obvious relationship of phone 
duration and tonal composition or complexity can 
be confirmed by the present results.  

Tonal complexity, has, however, been 
identified as a common predictor of segmental 
durations in tone languages (e.g., Köhnlein, 
2015). On the other hand, it has been argued that 
diachronic processes can eliminate durational 
differences originally conditioned by tonal 
complexity (Köhnlein, 2015). In a similar vein, 
we suggest, observable durational differences 
might have explanations beyond tonal 
complexity. For instance, the longer durations in 
Accent 2 might be a result of Accent 2 involving 
a lexical tone (Riad, 2006). This hypothesis could 
be tested in a future study by means of comparing 
Accent 2 words with lexical vs. post-lexical tone, 
as it has been suggested that Accent 2 is post-
lexical in compounds (Myrberg & Riad, 2015; 
Riad, 2006).  

Moreover, further phonological factors should 
be considered in future studies (such as the 
Swedish quantity distinction, cf. Heldner & 
Strangert, 2001), as well as further dialects 
exhibiting yet other variants of tonal patterning of 
the word accents. Finally, another question for 
future research is whether the small but 
significant durational differences between 
Accent 1 and Accent 2 are perceptually relevant, 
or if they rather reflect constraints of the speech 
production process.   
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Stress manipulation in text-to-speech synthesis 
using speaking rate categories 
Christina Tånnander1,2 and Jens Edlund1 
1Speech, Music and Hearing, KTH  
2Swedish Agency for Accessible Media, MTM 

Abstract  
The challenge of controlling prosody in text-to-speech systems (TTS) is as old as TTS 
itself. The problem is not just to know what the desired stress or intonation patterns 
are, nor is it limited to knowing how to control specific speech parameters (e.g. 
durations, amplitude and fundamental frequency). We also need to know the precise 
speech parameters settings that correspond to a certain stress or intonation pattern 
– over entire utterances. 

We propose that the powerful TTS models afforded by deep neural networks 
(DNN’s), combined with the fact that speech parameters often are correlated and 
vary in orchestration, allow us to solve at least some stress and intonation parts by 
influencing a single easy-to-control parameter, rather than detailed control over 
many parameters. 

The paper presents a straightforward method of guiding word durations without 
recording training material especially for this purpose. The resulting TTS engine is 
used to produce sentences containing Swedish words that are unstressed in their 
most common function, but stressed in another common function. The sentences are 
designed so that it is clear to a listener that the second function is the intended. In 
these cases, TTS engines often fail and produce an unstressed version. 

A group of 20 listeners compared samples that the TTS produced without 
guidance with samples where it was instructed to slow down the test words. The 
listeners almost unanimously preferred the latter version. This supports the notion 
that due to the orchestrated variation of speech characteristics and the strength of 
modern DNN models, we can provide prosodic guidance to DNN-based TTS systems 
without having to control every characteristic in detail. 
 
Introduction 
If we diminish speech and speaking to a simple 
one-way information transfer task, stress and 
intonation may not be as crucial as other speech 
features. No matter how hard we try to showcase 
Swedish minimal pairs such as “malen” (noun; 
Eng. “the moth”; Swedish accent I) and “malen” 
(past participle, Eng. “ground”; Swedish accent 
II), in real spoken communication, these are 
unlikely to cause actual misunderstandings. If 
intonation and stress were necessary for 
understanding, then we would not be able to 
make any sense at all of these minimal pairs in 
writing. But, in both writing and speech, the 
context is often sufficient to grasp the intended 
meaning, unusual intonation patterns 
notwithstanding.  

A more interesting question is how we 
perceive speech with atypical or unexpected 
stress and intonation. Setting any discussion of 

dialects and native speaker variation aside, we 
find atypical stress and intonation in the speech 
of second language speakers, where it gives an 
accurate impression of what it is: accented 
speech. We also find it in text-to-speech synthesis 
systems (TTS), where it may be a result of text 
processing that is unaware of the relation 
between words, or a sound generation system that 
does not afford control of stress and intonation. 
Until recently, the general quality of TTS was 
poor enough that listeners would be implicitly 
aware that they were listening to a machine rather 
than a human, and the interpretation of misplaced 
stress and/or atypical intonation patterns would 
likely involve this fact. However, modern, DNN-
based TTS such as Tacotron (Wang et al., 2017), 
is hard to tell apart from human speakers, and 
listeners may face a situation where they hear a 
perfectly human and native-sounding speaker 
make unusual intonation and stress choices. 
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Under these circumstances, misunderstandings 
may actually occur, but more importantly, the 
cognitive load involved in listening likely goes 
up as a result of these surprises. We may safely 
assume that listeners prefer and are helped by 
typical, expected stress and intonation patterns. 

In this paper, we describe a way of controlling 
speaking rate by simple means in a DNN TTS, 
and propose that by controlling per-word 
speaking rate, we can target the desired stress and 
intonation patterns. We support this with a 
limited study in which we target the realisation of 
two well-known types of homograph pairs in 
Swedish: stressed verb particles/unstressed 
prepositions and stressed numerals/unstressed 
indefinite articles, assuming that the detection of 
these parts of speech is already solved, and 
believing that the same method can be applicable 
also on other phenomena where prominence is 
involved, such as contrastive focus. 

Background 

Spoken text 
We focus here on spoken text (Tånnander & 
Edlund, 2019), and more specifically text that is 
read aloud with the assistance of a TTS voice. We 
assume a text preprocessing step that accurately 
analyses the structure of the text to be read, so 
that we can tell for example particle verbs in 
phrasal verbs apart from other verb + preposition 
constructs, and that we can tell the indefinite 
articles “en” and “ett” (Eng. “a/an”) apart from 
the numerals “en” and “ett” for number 1 (Eng. 
“one”) (these are homographs in Swedish). 

 The main driver for the work is practical – we 
want to be able to read texts aloud with TTS in 
such a manner that it can be understood with a 
minimum of cognitive load. The end goal is to 
increase the accessibility of Swedish texts by 
improving talking books that for a variety of 
reasons must be produced with TTS. 

Talking books 
Talking books are produced by the Swedish 
Agency for Accessible Media (MTM) for people 
with vision impairments or reading difficulties in 
accordance with Section 17 of the Swedish 
Copyright Act. The target groups studying at 
university level depend on a fast production of 
talking textbooks, and MTM produce around 
1 000 Swedish and English talking books per 
year with TTS, as well as more than 100 
newspapers (Tånnander, 2018). 

Intonation and stress in TTS 
Modern DNN-based TTS is trained on large 
amounts of data and often sound very human-
like. The speech it produces reflects the prosodic 
features of the training data well, but may come 
out a bit bland, as it tends towards averages in the 
training data (Wang et al., 2018) Even if the 
desired prosodic patterns can be assigned a text 
in theory, the realisation of prosodic features is 
limited to what can be controlled in the TTS. And 
whereas more traditional TTS methods (e.g. 
formant and concatenative TTS) are to some 
degree transparent and allow for trouble shooting 
and manual correction of problematic utterances, 
the inner workings of the DNN are more obscure. 
This has radically changed the landscape of 
research into how speech characteristics in TTS 
can be controlled. 

Examples of systems that control speech 
characteristics include Shechtman & Sorin 
(2019), who showed that they could control 
expressiveness and per-sentence speaking rate 
without losing quality and naturalness. Raitio et 
al. (2020) included pitch, pitch range, phone 
durations, energy and spectral tilt in their model, 
making it possible to control these features per 
utterance, independently of each other. The 
evaluation showed a significant decrease in MOS 
score when slowing down or speeding up the 
speech. There is a growing number of similar 
efforts around, but to date, we are not aware of 
any Swedish DNN-based TTS system that 
manages sets and generates the appropriate stress 
and intonation in spoken text. 

Method 

Assumptions and hypothesis 
Assumption 1: Speech characteristics commonly 
associated with prominence, emphasis and stress 
include increased phoneme durations, higher 
fundamental frequency and increased amplitude, 
and these are correlated. We assume, that at least 
in some contexts, variations in fundamental 
frequency and amplitude can to some extent be 
predicted from variations in phoneme durations. 
Assumption 2: DNN-based TTS learns, given a 
character string (e.g. an orthographic, phonemic 
or phonetic transcription), to produce the acoustic 
sequence (in actuality a spectrogram, but for our 
purposes, we will view it as a sound signal) that 
is maximally typical for what it has previously 
associated with similar strings. 
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Assumption 3: Intonation patterns are influenced 
by phrase stress, and to some extent predictable 
given that we know where it is located. 

We hypothesise, then, that if we can influence 
syllable durations in DNN-based TTS for 
constituents that commonly occur in both 
stressed and unstressed positions, and with 
different meanings  in the training material, we 
will trigger the TTS to choose a realisation that is 
appropriate for the stressed variety when we force 
a longer duration, and for the unstressed variety 
when we force a shorter duration. In these 
positions (at least), fundamental frequency and 
amplitude will follow duration to create realistic 
stress realisations, and the rest of the utterance  
will in turn be given a realistic intonation pattern 
given that stress. In short, we assume that in 
DNN-based TTS, per-word control over duration 
is sufficient to control intonation patterns that 
are associated with phrase stress 

Training data 
Almost 18 hours of a female professional voice 
was used as training data. The voice was 
originally recorded for a unit selection voice for 
non-fiction texts (Tånnander, 2018) and the voice 
talent was told to read the prompts in a clear and 
controlled manner, without too much prosodic 
variation. The training data was represented as 
phonemic transcriptions, including the Swedish 
stress markers (accent I, accent II, and secondary 
stress). Pauses within sentences were marked 
with ‘/’ and word boundaries with ‘&’. 

The data had been phonemically segmented in 
the preparation process for the unit selection 
voice, giving us access to the start and end points 
for each phoneme. The distribution of syllable 
lengths is shown in Figure 2. The average syllable 
duration was 247 ms. 

 
Figure 2. Syllable length (ms) distribution (x 
axis) and frequencies (y axis) in the training data. 
Syllable lengths occurring less than 500 times 
are not shown. 

Preprocessing of the training data 
All words in the training data were categorized 
into one of five approximately equal-sized 
speaking rate categories with around 27 000 
words in each, as shown in Table 1. 
 
Table 1. The five speaking rate categories. (1) is 
the fastest and (5) the slowest speaking rate. 
Speaking       

rate 
category 

Average 
syllable duration in 

word (ms) 

Occurrences 
 

1 < 150 27 152 
2 151- 210 26 075 
3 211- 250 28 042 
4 251- 315 27 509 
5 > 316 27 010 

A label for the corresponding group was added to 
the word tokens in the training data. However, 
adding extra control features to the metadata 
makes it necessary to provide the same control 
features in the input to the TTS system. Here, we 
only want to control the durations of some of the 
words in the input, not all of them, so the model 
must support tokens without durational 
information as well. As a general fix that does not 
duplicate data or increase the size of the model, 
we  added the speaking rate categories only to 
every second utterance in the training data, which 
in effect trains a model without durational data on 
half the training material. For the other half, the 
speaking rate category (1-5) was simply inserted 
before each word in the metadata with the 
phonemic representations of the speech. This 
allows us to guide the speaking rate not only of 
entire sentences, but of single words.  

Note that this change requires no changes to 
the DNN structure or training framework, it all 
takes place in the preprocessing of the training 
data. 

TTS training 
The voice was trained in a PyTorch framework, 
and ran 1 500 epochs of decoder training (wav to 
mel spectrogram) with Tacotron (Wang et al., 
2017) and 650 epochs of encoder training (mel 
spectrogram to wav) with the WaveGlow 
vocoder (Prenger et al., 2019).  

Test data and setup 
The test data contained 20 sentences, 10 with a 
verb particle that could potentially be confused 
with an unstressed preposition or another 
function word (see the example sentence in Table 
2, and 10 with a numeral (en or ett, see Table 3), 
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which could potentially be confused with its 
homographic counterpart in Swedish, the 
unstressed indefinite article. 

 
Table 2. Example of a test sentence with a 
phrasal verb with a verb particle. 
Viktor tänker hoppa av gymnasiet. 
Victor intends to drop out of high school. 

 
Table 3. Example of a test sentence with a 
numeral. 

Ett träd har fler än ett löv. 
A tree has more than one leaf. 

 
All test sentences are shown in Table 4. Note 

that sentences where both readings would make 
sense, but mean different things, were avoided. 
The goal of this experiment was not to prove that 
ambiguity exists (in rare cases), and that prosody 
can be used to disambiguate in these rare cases. 
We already know this, and although it may be 
exciting from a research point of view, its value 
in real-world situations is small. Rather, we want 
to show that we can create more acceptable 
readings by guiding the TTS towards the 
expected prosody using simple means. 

Each sentence was synthesized twice, once 
without any speaking rate categories (VOICE1), 
and once with the speaking rate category 5 before 
the verb particle or numeral, to signal that the test 
word should be pronounced in ‘slow mode’, that 
is with longer durations (VOICE2). The verbs in the 
phrasal verb constructions were marked with the 
speaking rate category 2, to signal that the verb 
should be destressed. In this way, we hoped to 
guide the TTS towards a reading in which these 
words were made more generally more 
prominent, and be perceived as stressed, with the 
broader effect that the entire sentence melody 
was adapted to such a reading. 

Experiment  
20 native Swedish listeners participated, all 
employees at the Swedish Agency for Accessible 
Media, MTM. 

A web-based Comparison Category Rating 
(CCR) test was used, in which participants 
listened to each sentence pair and marked one of 
them as preferred. The order of the sentence pairs 
was randomized, as was the order of the VOICE1 

and VOICE2 within each pair. 
 

Table 4. The stimuli type, preferences for VOICE1 and VOICE2, proportional preferences for VOICE2, and 
the sentence with the stressed verb particle or numeral in bold. 
Stimulus Type VOICE1 VOICE2 % Sentence 

1 VP 3 17 85% Staten lyckades till slut komma på ett sätt att delta i finansieringen. 

2 VP 2 18 90% Jag tänker köra på så länge det lönar sig . 

3 VP 2 18 90% Alla visste om det utom jag. 

4 VP 1 19 95% Lisa steg in i salen. 

5 VP 7 13 65% Pelle gick fram och tog trofén. 

6 VP 6 14 70% Karina ska hälsa på sin guddotter på söndag. 

7 VP 5 15 75% Vet du om att det är torsdag imorgon. 

8 VP 5 15 75% Det kan hända att du inte tycker om det. 

9 VP 1 19 95% Pernilla måste lägga av med oförskämdheterna. 

10 NUM 0 20 100% Viktor tänker hoppa av gymnasiet. 

11 NUM 0 20 100% Allt städades med undantag av ett rum. 

12 NUM 4 16 80% Rickard åt bara en enda kaka, sen var han nöjd. 

13 NUM 0 20 100% Ett träd har inte bara ett löv. 

14 NUM 9 11 55% Ett av borden på gräsmattan är rangligt. 

15 NUM 2 18 90% Det är en sida av saken. 

16 NUM 3 17 85% Pojken fyller ett om två veckor. 

17 NUM 0 20 100% Det var bara en person som anmälde sig. 

18 NUM 3 17 85% Ett plus ett är lika med två. 

19 NUM 15 5 25% Fyra hästar, tre hönor, en kossa och sju grisar. 

20 NUM 0 20 100% Femte paragrafen stycke ett till tre. 
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Results 
The readings in which the test word (a verb 
particle or numeral) was guided towards a slower 
pace (VOICE2) were preferred 332 of 400 times 
(83%: 82% for numerals and 84% for verb 
particles). The result for each stimulus is 
presented in Table 4. 

All 20 individual participants preferred  
VOICE2, and the participant that chose VOICE1 the 
most times did so in only 7 of 20 comparisons. 
The participants were free to listen to the stimuli 
pairs in any order, and were also allowed to listen 
to them as many times they wanted to, so effects 
of order are not well controlled for. Regardless, 
the voice presented last was preferred in 57% of 
the cases. VOICE2 scored higher than VOICE1 in all 
individual stimuli pairs except one, where VOICE1 
was preferred 15 of 20 times (stimulus 19). In one 
other pairwise comparison the result was close: 
45% preferred VOICE1 and 55% VOICE2. 

Discussion 
The results are straightforward:  participants 
preferred VOICE2, and there was not much 
variation among users or stimuli. Only one 
stimuli pair showed preferences for VOICE1 
(75%), see stimuli 19 in Table 4. This can be 
explained by the fact that the sentence (“Four 
horses, three hens, one/a cow and seven pigs.”) 
was a mistake on our behalf: it actually works 
well without treating ‘en’ as a numeral. The TTS 
simply did a better job with that reading of the 
sentence.  

Another stimulus that stands out is number 14, 
where 55 % preferred VOICE2 (“One of the tables 
on the lawn is rickety.”). Here, the numeral ‘ett’ 
is sentence initial and followed by a preposition, 
which gives a hint that ‘ett’ should be stressed. 
The Tacotron may just have learned this example 
from the training data without guidance. 

Apart from that, the result is as expected: 
without guidance, the system produces the 
statistically most common reading of the test 
words: unstressed function words and indefinite 

articles. This produces perfectly comprehensible 
readings, but with an intonation that is 
unexpected. With a nudge towards a reading 
where the test words are lengthened, the system 
produces an utterance that is more aligned, as a 
whole, to that lengthening and therefore 
preferrable to the listeners. 

Conclusions and future work 
The results show that it is possible to create TTS 
readings of Swedish verb particles and numerals 
that are homographs to various function words 
and indefinite articles, by guiding the TTS model 
towards a lengthening of these words, and that the 
resulting overall reading is preferrable to one 
where no such guidance was provided. We argue 
that without the lengthening, the more common 
unstressed reading is likely to be chosen, while 
the lengthening causes the models to choose a 
path that is common for slower readings of these 
words: the more prominent verb particles and 
numerals.  

It should be noted that the differences in stress 
level for the verb particles and numerals are not 
isolated. In fact we hope that the proposed 
method is a viable way to provide prosodic 
guidance to a DNN-based TTS system without 
having to control every parameter in detail 
(something we simply do not know how to do, in 
part since we do not know what the correct targets 
are). We believe that the method can be used to 
set word prominence in other situations, such as 
emphasising new information.  
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‘superassp’ and the need for a sparse signal 
track data format 
Fredrik Karlsson 
Department of clinical science & Humlab, Umeå University 

Abstract 
The digital processing of phonetic data has long been based on the same basic data 
structures and consequently been stored in essentially the same manner. The 
transition to structured database-based workflows and the development of more 
complex analyses challenge the established data structures and storage models. I 
propose a sparsely defined data track model for structured storing of locally define 
signal information and suggest an implementation. The use of sparse data created 
by the amalgamating signal processing library ‘superassp’ is discussed within a 
speech database management system. 

 
Background 
The digital storage of information for use in 
phonetic research has remained stable for many 
years now, and this paper will develop the 
rationale for extending the existing models with 
an additional storage type, in order to afford 
consistant management of speech recordings and 
derived signals. 

With time-aligned signal tracks being  the 
primary format used for storing recordings 
obtained directly from a speaker or computed as 
indirect tracks, possibly by windowing of the 
original signal. While time-aligned, the sampled 
or derived signal tracks may certainly be 
multidimensional in nature, but the values are 
predominately of the same origin in terms of the 
analysis used. That is, while a spectrum is 
multimensional, each value shares the same 
origin, and we may define them continuously 
throughout a signal and store them as a 
spectrogram without considering how to label the 
individual values. This property may not hold in 
all cases in the future, as we will discuss later on. 

Of further interest to us is how the signal is 
sampled. The sampling of the speech signal at a 
uniform rate is the predominant model for 
aligning measurements against the timeline, and 
while variable rate would be feasible, it could be 
argued that such an extension would offer little 
advantage for signal track data. We take the 
storage of electroglottography data as an 
illustrative example. Electroglottography is the 
investigation of the electrical impedance of the 
larynx as an indirect measure of vocal fold 
contact area. The impedance is sampled 
continuously, but of interest is, however, the 

dynamics of vocal fold closing and opening 
within a full cycle. The frequency at which the 
vocal folds describe an entire cycle varies over 
time when speaking, and the time frame for 
which derived measures (e.g., the closed 
quotient) offer a valid description of the activity 
will therefore vary in length. If sampled at a 
modern sampling rate, however (44100 Hz or 
above), the time resolution of glottal events will 
be > 70 samples per glottal cycle even for 
speakers with a high (600 Hz) f0. Since the 
output of analysis for a glottal cycle is relatively 
simple it may still be efficiently stored as 
identical values repeated throughout all analysis 
frames within the glottal cycle. An 
electropalatography signal may similarly be 
sampled relatively infrequently, but resampled to 
fit the timeline of an audio recording of speech 
since the number of stored channels is reasonably 
small and the sampling rate is known. It is 
observed, therefore, that variable rate low-
frequency information may be shoehorned into a 
continuous track model without much loss in 
efficiency, provided that the data is relatively 
simple and analysis windows do not overlap.  

Speech information with potential 
overlap and no periodicity 
It has long been recognised that storage of 
information attached to the speech signal by a 
human as an annotation in some form requires a 
storage form that is separate from signal track. 
The reasons for differentiating between these two 
information forms are of particular interest for 
the argument developed in this paper. First, it is 
observed that the need for a separate data format 



Proceedings of Fonetik 2021, Centre for Languages and Literature, Lund University 

 

 24 
 

for human added annotation is driven by the fact 
that the timing of where the response is started to 
be defined has no periodicity, and further that the 
portion of the timeline of a recording for which 
the  where the response is valid is highly variable. 
In short, we can rarely predict exactly where a 
human would like to add a note related to their 
perception of a signal, and exactly where the 
perception ends. While it would be possible to 
encode the human perceptions as being present in 
a portion of a continuously defined signal track, 
it has long been recognized that a single start end 
end point noted in a text file along with a textual 
note (label) is a more effient encoding. 

Second, human attached information may 
very well partially or completely overlap in 
relation to the recording session timeline. While 
one could have opted to find the solution to the 
problem of storing this information also in 
variable-rate signal track formats and multiple 
tracks (or multiple signal files), such an 
implementation would have been wasteful, and 
the solution has instead been the storage of 
human transcription data as time slices with a 
text label that is placed in different tiers in a 
collection.  

One could note that  the results of human 
perceptual experiments that use part of a speech 
signal as stimulus could be also stored in the 
same format, as they could be aligned with the 
timeline as soon as one could compute a time of 
a response. However, as  perceptual experiment 
captures responses of many participants that 
likely will overlap, separate tiers will have to be 
constructed for to store participants’ responses, 
which would make management unwieldy. It is 
observed that while new types of speech 
information may be shoehorned into one of the 
well established storage models within a 
database context, we are likely better served by 
acknowledging the lack of fit and reconsider our 
thinking of the data we store. 

Sparsely defined signals and 
when we may need them 
We have seen that we currently possess a data 
format for working efficiently with regularly 
defined signals, which may be multidimensional 
but remain sequential in their arrangement,  and 
different formats for storing sparsly defined or 
data with overlap, but which handled 
multidimensionality less flexibly. I will illustrate 
that developing analysis techniques may result in 
data that, while possible to shoehorn into the best 

fitting of these two models, may demand a 
separate mode of storage when striving to take 
advantage of the possibility of structured and 
repeatable analysis offered by speech database 
management systems.  

The VoiceAnalysisToolbox is an analysis 
package aimed at establishing possible acoustic 
markers of voice production deterioration due to 
a disease. It takes a single prolonged vowel as an 
input and computes 339 acoustic measures, 
including variants of jitter/shimmer, MFCCs, 
and their first and second-order derivatives, 
summarises a wavelet decomposition of the pitch 
track, computes closed quotient of the vocal fold 
cycle from inverse filtering, and so on. The 
analysis is implemented in compiled Matlab code 
and takes from 10 to 60 times the duration of the 
signal to complete. We have no evidence that the 
output of the procedure is identical across all 
samples of the same speaker, so we may assume 
that a well-defined research project would want 
to analyse either multiple prolonged vowels for 
the same speaker, multiple portions of the 
prolonged vowel in, or both.  

So, after having up to 3 minutes to complete 
an analysis of a single prolonged vowel, where 
do we store the output so that it may be retrieved 
efficiently from a database later on? Having only 
339 output values, the output itself could 
relatively easily be stored in manner similar to a 
spectrogram, but as the analysed regions may 
both vary in size and overlap, the management of 
the unpredictably many signal files may prevent 
efficient use of the information later on. Further, 
as the information that requires storage may me 
of different natures (e.g. MFCCs and wavelet 
features mixed) a labelling strategy may be 
required which signal files usually do not have. 
Therefore, the user will be burdened with the 
additional task of carefully indexing when 
retrieving the required information. 

Similarly, the storage model that we now use 
for holding transcriptions is not well suited for 
storing the data. In their current form, files that 
we now use for holding human annotations 
(transcriptions) associated with a speech signal 
are not well suited for holding arrays of 339 
values. Further, the serialization of values into a 
form that travels well between programming 
languages while remaining efficient becomes an 
issue, as does the task of making sure that the 
specifications of data stores and considered 
comparable actually does contain the same order 
columns and in the same order.  
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Listing 1. The definition of a table that holds 
slices. For each slice, the start and end sample of 
the slice needs to be defined, along with a 
checksum of the file content ('hash). The columns 
holding measurements to be stored for the slice 
are indicated as "[…]". The sample rate of the 
signal file is also required, which ensures that the 
sample number can be converted to time if 
needed.  
CREATE TABLE slices ( 

`start_sample` INTEGER NOT NULL,  
`end_sample` INTEGER NOT NULL,  
`samplerate` INTEGER NOT NULL,  
`hash` TEXT NOT NULL, 
[…]  
PRIMARY KEY (start_sample, end_sample, sha) 

); 

The implementation of sparse 
signals superassp 
‘superassp’ is an R speech signal processing 
library aimed at bringing together algorithm 
implementations of various sources and mold 
them so that the output could be used consistently 
by a speech database management system. It was 
originally contrived as an extension of the wrassp 
R package for use within the EMU Speech 
Database Management System (Emu). The 
superassp package aims to bring together a 
very heterogeneous collection of signal 
processing algorithms implemented in R 
(wrassp; Bombien, Winkelmann, Scheffers, 
2021), C, Praat, Matlab™1  and Python under a 
common interface. Regardless of origin, most 
algorithms will be made to produce an SSFF 
track when repackaged for use within superassp. 
For the output of the VoiceAnalysisToolbox 
procedure, however, a sparse signal track format 
is implemented in a way that deliberately makes 
it incompatible with the SSFF format and 
precludes direct use within the Emu system. 
Instead, the sparse track format is implemented 
as an SQLite database file. The choice of this 
database file format is arbitrary, but it may be 
observed that it is arguably the most used 
database, easily accessible across platforms and 
programming languages, and is reasonably 
performant. 

In the SQLite format, the sparse collection of 
possibly overlapping slices for which data needs 
to be stored receives the simple definition 
presented in Listing 1. The simple definition 
allows for one sparse slice file to hold multiple 

 
1 We are currently investigating how we can expose 
algorithms implemented in Matlab™ within our 
license agreement and will do so if possible.  

slices with the same specifications (that is, the 
same set of measures). Identically structured 
measurements from partially overlapping slices 
may be inserted into the same sparse slice file, 
but the slices are uniquely defined by their start 
and end sample and the content of the file it was 
computed from, and duplicate definitions cannot 
be inserted. Instead, the application needs to 
determine at insert time how this situation should 
be handled. It is likely that most insert operations 
will be (SQL) INSERT OR REPLACE 
statements so that revised measurements will 
overwrite previously stored information for the 
slice.  

It should be noted that, however, that slices 
are unique only for particular file content. Thus, 
it is possible to store the result of multiple 
assessments of the same portion of a signal 
timeline but with altered signal content (such as 
a preceding filtering operation) in the same 
sparse slice file, which may prove convenient in 
studies of algorithm robustness. 

The use of sparse signals in speech 
databases 
An implementation of sparse signals is, to my 
knowledge, not available in a speech database 
system currently. As 'superassp’ is being 
developed as a complementary library for use in 
the Emu SDMS (Winkelmann, Harrington, & 
Jänsch, 2017), we will consider some aspects of 
sparse signals in that context. Emu has a client-
server architecture, with the transcription 
interface being implemented as a web application 
and transcriptions transferred as JSON files. 
Since sparse signals are found above to be share 
properties with transcription elements in terms of 
time specification while demanding higher 
dimensionality, the mode of transfer and 
visualization of the data to the user should be 
considered. In Listing 2, a tentative JSON format 
for transferring a sparse signal containing parts 
of a voice report for two portions of the speech 
signal to the client is illustrated. How the data 
should be presented is, of course, up to the 
developer of the receiving client. In the context 
of the Emu SDMS, one could note that 2D panel 
of the web client could be set up to show the data 
efficiently to the user. In the case of overlapping 
slices, such as in Listing 2, multiple colors may 
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be used to differentiate between the first and 
additional slices. As the user moves the cursor 
into the prolonged vowel, the data for the larger 
slice is shown intially, and as the user moves the 
cursor into the region also covered by the second 
slice, additional and differently colored data 
points may be injected into the display. The 2D 
panel of the Emu web client is already well 
equipped to display just some columns of a 
specification  and leave some undisplayed. 
Therefore, we see that just a portion of a slice, 
such as some MFCCs that are particular interest 
for the analys, may be displayed to the user when 
available in an efficient manner. 

Listing 2. An example of selected measures of two 
temporally overlapping voice reports in JSON 
format for transfer between applications.  
[ 
  { 
    "start_sample": 44100, 
    "end_sample": 132300, 
    "data": { 
      "Jitter (local)": 0.401, 
      "Jitter (rap)": 0.171, 
      "Jitter (ppq5)": 0.209, 
      "Jitter (ddp)": 0.514, 
      "Shimmer (local)": 2.131, 
      "Shimmer (apq3)": 1.028, 
      "Shimmer (apq5)": 1.347, 
      "Shimmer (dda)": 3.084 
    } 
  }, 
  { 
    "start_sample": 66150, 
    "end_sample": 110250, 
    "data": { 
      "Jitter (local)": 0.469, 
      "Jitter (rap)": 1.207, 
      "Jitter (ppq5)": 0.233, 
      "Jitter (ddp)": 0.624, 
      "Shimmer (local)": 2.341, 
      "Shimmer (apq3)": 1.207, 
      "Shimmer (apq5)": 1.456, 
      "Shimmer (dda)": 3.622 
    } 
  } 
]  

Conclusion 
I have argued that acoustic data that are sparsely 
defined, potentially overlapping in time of 
definitiona but which may be multidimensional 
in nature, do not confidently fit in the data 
formats traditionally used in speech research and 
in speech databases. I have illustrated how they 
might be thought of in storage by presenting the 
implementation considered for the 'superassp’ 
library. While visualization of exessivelly  
overlapping sparsely defined multidimensional 
data to the user will likely offer several 
challenges, I argue that a meaningful 
presentation is feasible for at least a subset of the 
data, depending on the fascilities made available 
by the receiving client software. 
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Phonemic and subphonemic cues in prediction: 
Evidence from ERP, eye-tracking and Danish 
words with and without stødbasis 
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Abstract 
The brain is constantly trying to predict the future and phonological and prosodic 
cues are used to anticipate forthcoming information. Even cues on the subphonemic 
level such as vowel transitions, nasalisation and assimilation across word 
boundaries are useful in anticipating upcoming speech. In event-related potential 
(ERP) studies examining subphonemic and lexical/phonological mismatches, only 
the latter yielded N400 effects, an ERP component associated with lexical prediction 
error. The results indicate that phonetic cues are resolved prelexically. However, 
subphonemic cues still seem to be used in prediction as evidenced by valid cues 
yielding faster fixations in eye-tracking studies and invalid cues modulating P600 
amplitudes, indicating structural violations and context updating.

Introduction 
In recent years, the idea that prediction plays a 
vital role in language processing has won terrain 
(DeLong et al., 2005; Kutas et al., 2011). Within 
this framework, linguistic items are pre-activated 
before being perceived. The predictions are 
based on ‘subjective Bayesian probability’ which 
is the believed probability of certain events based 
on previous experiences (Bar, 2007; Friston, 
2005). Predictions are carried from cognitively 
higher to lower levels. If predicted features fail to 
manifest themselves, prediction errors are carried 
back to higher levels (Rao & Ballard, 1999).  

Several studies have found that lexical, 
phonological and prosodic structures such as 
whole words (DeLong et al., 2005; León-Cabrera 
et al., 2017), word-initial phonemes (Roll et al., 
2017; Söderström et al., 2016), word tones (Roll, 
2015; Roll et al., 2017; Roll et al., 2015; 
Söderström et al., 2016; Söderström et al., 2017b; 
Söderström et al., 2017a) and syntactically-
related tones (Söderström et al., 2018) can 
function as cues to the input string. Evidence for 
this comes, among other things, from event-
related potential (ERP) studies showing that 
unexpected structures yield ERP components 
associated with prediction error such as the N400 
and P600. Further, more predictively useful cues 
produce an electrically more negative pre-
activation negativity (PrAN) deflection, a 
component modulated by the predictive strength 
of phonological cues (Roll et al., 2017; 

Söderström et al., 2016). Even cues on the 
subphonemic level appear to be used in 
prediction. Response time, eye-tracking, event-
related potential (ERP) and 
magnetoencephalographic (MEG) studies have 
shown that listeners are sensitive to fine-grained 
acoustic differences on the subphonemic level 
(Archibald & Joanisse, 2011; Flagg et al., 2006; 
Grosvald & Corinna, 2009; Martin & Bunnell, 
1981, 1982; McQueen et al., 1999; Mitterer & 
Blomert, 2003; Streeter & Nigro, 1979; Warren 
& Marslen-Wilson, 1987) and such cues appear 
to be used actively to predict upcoming structures  
(Beddor et al., 2013; Dahan et al., 2001b; 
Salverda et al., 2014). In the following, we wil 
review the literature on how subphonemic 
(phonetic, coarticulatory) cues affect spoken 
word recognition and prediction and discuss 
subphonemic versus phonological cues. Further, 
we will discuss potential implications for how the 
prosodic features Swedish word accents and 
Danish stød are to be understood. 

Phonetic cues  
Listeners are sensitive to subtle phonetic cues. 
‘Subcategorical phonetic mismatches’, as they 
were termed by Whalen (1984), are phonetic 
cues spliced into a new environment in which 
they conflict with existing cues but are not 
enough to change phonemic identity. In a lexical 
decision task with English speakers, Streeter and 
Nigro (1979) found that response times were 
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faster when VC formant transitions were valid 
than invalid, even when there was no difference 
in the intelligibility of words. Whalen (1991) 
obtained similar results for lexical decisions but 
observed that effects of subcategorical 
mismatches were reduced in auditory naming 
tasks. 

Marslen-Wilson and Warren (1994) and 
McQueen et al. (1999) examined the influence of 
the lexical status of invalid cues for speakers of 
English and Dutch respectively. In both 
experiments, CVC words were cross-spliced so 
that some stimulus words had valid 
coarticulatory cues, some had formant transitions 
from a lexical competitor word (e.g. English jog 
with formant transitions from job) while others 
had formant transitions from a non-word (e.g. jog 
with formant transitions from jod). Words with 
valid cues were identified faster than those with 
invalid cues, but there was no difference in 
response latencies between the two different 
invalid conditions. However, in an eye-tracking 
study, Dahan et al. (2001b) found that 
participants were the slowest at fixating on a 
target picture when transitions came from a 
competitor word, somewhat faster when they 
came from a non-word while the fastest response 
times were found for words with valid 
transitions. This was interpreted as evidence for 
lexical competition, the activation of a word also 
depending on activation of competing 
candidates. Thus, activation of the target word 
would be inhibited by activation of a competitor, 
or, from a predictive processing point of view, 
activation of a competitor by mismatched 
phonetic cues yielded misguided predictions, 
thus slowing down fixations. 

Similar results have been obtained for other 
types of coarticulation. In studies with speakers 
of English, mismatched presence or absence of 
nasalisation during a vowel preceding an oral or 
nasal consonant yielded longer response times 
(Fowler & Brown, 2000) and, for oral consonants 
invalidly cued by a nasal vowel, a delay in 
neuromagnetic activity in a 
magnetoencephalographic (MEG) study (Flagg 
et al., 2006). Nasal consonants following oral 
vowels were also delayed, but not significantly, 
probably reflecting that in English, nasalised 
vowels are stronger predictors of an upcoming 
nasal consonant than are oral vowels of oral 
consonants because a nasal following an oral 
vowel is still viable. In an eye-tracking study, 
also with speakers of English, Beddor et al. 
(2013) found that listeners fixated on images 

with nasal consonants (e.g. send rather than said) 
faster when nasalisation started already during 
the vowel. When eye movement programming 
delay was taken into account, listeners started 
fixating on target words before the onset of a 
nasal consonant, indicating that listeners take 
advantage of coarticulatory cues to predict what 
is further down the input string.  

Listeners are also sensitive to coarticulation 
across syllable (Martin & Bunnell, 1981, 1982) 
and word boundaries (Gow, 2003). Martin and 
Bunnell (1981, 1982) found that vowel-vowel 
subcategorical phonetic mismatches across 
syllables yielded longer response times. They 
speculated that information already heard was 
used to predict outlines of the signal yet to come. 
In a combined behavioural  and mismatch 
negativity (MMN) ERP study, Grosvald and 
Corinna (2009) observed that listeners were 
sensitive to vowel-to-vowel coarticulation across 
three intervening segments. Some listeners were 
sensitive to coarticulation across as much as five 
segments. Salverda et al. (2014) showed that 
coarticulation during English definite articles 
allowed listeners to fixate more rapidly on a 
target word, suggesting that short and 
phonetically reduced function words such as a 
and the play an important role in facilitating 
processing of following content words in 
English. 

Listeners appear to continuously make use of 
what cues are available. In an eye-tracking study, 
McMurray et al. (2008) found that early (voice 
onset time (VOT) and formant transition slope) 
and late (vowel length) cues to voicing and 
manner contrasts in English modulated the 
probability of eye movements to pictures of 
target and competitor words as these cues 
became available. Even children are sensitive to 
phonetic cues (Cross & Joanisse, 2018; Paquette-
Smith et al., 2016; Zamuner et al., 2016). In an 
eye-tracking study, Paquette-Smith et al. (2016) 
found that English-speaking 2-year-old children 
are sensitive to subphonemic mismatches, but 
word recognition was less disrupted than for 
phonemic mismatches. The findings indicate that 
listeners use coarticulatory cues to constantly 
make and update predictions. The next question 
is whether segments invalidly cued by 
subphonemic cues, such as subcategorical 
phonetic mismatches, produce the same neural 
error signals that have been observed for 
phonological cues. 
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Subphonemic mismatches and 
prediction error  
In a combined response time and ERP study with 
speakers of English, Archibald and Joanisse 
(2011) examined lexical, phonemic and 
coarticulatory mismatches. Participants looked at 
colour stock photographs on a screen and listened 
to stimuli. They were asked to answer whether 
the picture and word matched by pressing buttons 
on a keypad. Stimulus words came in five 
conditions: 1) coarticulatory and lexical match 
(e.g. picture of a hat, heard haat), 2) 
coarticulatory and lexical mismatch (e.g. picture 
of a hat, heard hoot), 3) coarticulatory match and 
lexical mismatch (e.g. picture of a hat, heard 
haot), 4) lexical match and coarticulatory 
mismatch (e.g. picture of a hat, heard hoat) and 5) 
unrelated (e.g. picture of ship, heard haat). They 
found that only lexical mismatches yielded N400 
effects, an ERP effect associated with lexical 
prediction error (DeLong et al., 2005) while both 
conditions yielded an increased negativity 
between 230 and 310 ms after word onset, 
interpreted as a phonological mismatch 
negativity (PMN). The PMN is modulated by 
pre-lexical phonological processing, although its 
status as a separate component is debated due to 
inconsistencies in reported topography, timing 
and sensitivity (Lewendon et al., 2020). No 
differences in response times were reported, 
except for the unrelated condition. Archibald and 
Joanisse (2011) interpreted the findings as 
evidence that subphonemic information does not 
influence word-level selection but is processed at 
the prelexical level. 

Hjortdal and Roll (submitted) examined how 
phonetic, coarticulatory cues and contrastive, 
phonological cues interact in a combined 
response time and ERP study. Effects from the 
two phases of the Danish creaky voice feature, 
stød, were isolated in a cross-splicing design. The 
first phase displays phonetic differences in e.g. 
pitch while the second phase, realised as creaky 
voice, is the phonological locus of stød (Basbøll, 
2014). Stød can distinguish word meanings but is 
also associated with specific morphological 
structures (Basbøll, 2005). For instance, 
monosyllabic nouns which have stødbasis and 
thus support stød have stød in definite singular, 
but lose stød when pluralised with -e. The 
presence or absence of stød during a stem can 
therefore cue upcoming information. Words 
were cross-spliced, occurring in eight different 

conditions in singular and plural and cued by 1) 
valid phonetic and stød/non-stød cues, 2) valid 
phonetic but invalid stød/non-stød cues, 3) 
invalid phonetic but valid stød/non-stød cues and 
4) invalid phonetic and stød/non-stød cues. 
Words lacking stødbasis, which do not support 
stød due to sonority constraints, were included as 
controls. Such words do not attain stød when they 
engage in morphological constructions which, in 
words with stødbasis, would lead to stød/non-
stød alternations. However, words without 
stødbasis still display small and consistent 
phonetic differences. Invalid phonological 
stød/non-stød cues yielded lower response 
accuracy and increased response times, in line 
with previous findings (Clausen & Kristensen, 
2015). Phonetic cues in the control condition did 
not affect neither accuracy nor response times 
while phonetic cues in the stød condition only 
affected response times in the absence of a valid 
phonological cue. Invalid phonological cues 
yielded N400 and P600 effects while invalid 
phonetic cues led to no such effects in the stød 
condition. In the control condition, singular 
suffixes invalidly cued by plural stems yielded a 
P600 effect. 

Pre-activation negativity 
While the ERP components N400 and P600 have 
been associated with prediction error, the pre-
activation negativity (PrAN) has been interpreted 
as an index of the actual pre-activation of 
linguistic information (word endings or syntactic 
structure) and is modulated by the predictive 
strength of phonological cues (Roll, 2015; Roll et 
al., 2015; Söderström et al., 2016). PrAN 
amplitudes are higher for word beginnings (i.e. 
the first 2-3 phonemes of a word) with highly 
frequent continuations and few lexical 
competitors. Also, Swedish accent 1, which is 
associated with much fewer continuations than 
accent 2, produces more negative PrAN 
amplitudes, indicating that PrAN reflects the 
degree to which continuations can be predicted 
(Roll et al., 2017; Söderström et al., 2016). PrAN 
has been identified for prosodic cues such as 
word initial fragments, word tones and 
syntactically-related tones (Roll, 2015; Roll et 
al., 2017; Roll et al., 2015; Söderström et al., 
2016; Söderström et al., 2017b; Söderström et al., 
2017a).  

Studies using fMRI have shown increased 
activity for pre-activation (PrAN) in the primary 
auditory cortex and surrounding areas between 
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70 and 150 ms after stimulus onset (Roll et al., 
2015; Söderström et al., 2018), which is thought 
to reflect stronger activation of more predictively 
useful forms. Later, after 200 ms, PrAN 
correlates with activity in Broca’s area. This 
activation has been interpreted as reflecting 
selection through inhibition of irrelevant 
candidates (Roll et al., 2017; Roll et al., 2015; 
Söderström et al., 2017b). In the Hjortdal and 
Roll (submitted) study with Danish stød, plural 
first phases yielded early PrAN effects while stød 
yielded late PrAN amplitudes, the latter 
reflecting that stød occurs under more 
constrained conditions than non-stød and thus is 
a better predictor. 

Discussion 
In both ERP studies examining 
phonological/lexical and subphonemic cues 
(Archibald & Joanisse, 2011; Hjortdal & Roll, 
submitted), N400 modulations were reported for 
lexical/phonological mismatches while 
subphonemic mismatches yielded no such 
effects. This could be interpreted as support for 
the proposal that subphonemic cues are 
processed prelexically without constraining 
lexical processing (Archibald & Joanisse, 2011). 
While the N400 is modulated by differences on 
the lexical level, the P600 has been reported for 
violations in form and structure (Osterhout & 
Holcomb, 1992; Rodriguez-Fornells et al., 2001; 
Roll et al., 2010; Sassenhagen et al., 2014). The 
component can be understood as context 
updating in terms of morphological and syntactic 
structure (Sassenhagen et al., 2014). N400 effects 
have been reported for stimulus words differing 
from a target image by just one phoneme. For 
instance, Desroches et al. (2009) and Archibald 
and Joanisse (2011) reported N400 modulations 
when participants looked at e.g. an image of a 
cone while hearing comb or looking at an image 
of a hat while hearing hot. Further, an N400 
effect was reported when the Danish creaky 
voice feature stød/non-stød did not match 
definite singular/indefinite plural suffixes.  

It might be that N400 effects occur when a 
word strongly inhibited or perhaps even ruled out 
from lexical competition, e.g. due to a speech 
error or for experimental reasons, is eventually 
recognised. Such a re-entrance might show up in 
the ERP signal as an N400 effect, a signal of 
lexical prediction error (DeLong et al., 2005). 
Subphonemic phonetic mismatches, on the other 
hand, might not lead to words dropping out 

completely from lexical competition. However, 
phonetic cues still appear to be used in 
prediction, as evidenced by eye-tracking studies 
showing that valid phonetic cues yield faster 
fixations on target words (Beddor et al., 2013; 
Dahan et al., 2001b; Salverda et al., 2014) and 
the P600 component reported in Hjortdal and 
Roll (submitted), indicating prediction error and 
the PrAN, indicating that phonetic cues were 
used for prediction. 

If this interpretation is correct, it has 
implications for how the roles of Swedish word 
accents and Danish stød should be interpreted. 
Swedish words have either a high or a low tone 
on the stem. Like Danish stød, the tones (word 
accents) can distinguish meanings but can also be 
induced by suffixes and thus cue word endings 
(Riad, 2014; Rischel, 1963; Roll et al., 2010). 
P600 effects have been reported for Swedish 
word accents invalidly cuing suffixes (Gosselke 
Berthelsen et al., 2018; Roll, 2015; Roll et al., 
2010; Roll et al., 2013; Roll et al., 2015) while 
N400 effects have only rarely been reported 
(Gosselke Berthelsen et al., 2018). It might be 
that only Danish stød, and not Swedish word 
accents, takes itself into what is traditionally 
known as the lexically contrastive level. As 
mentioned above, stød as well as word accents 
can distinguish word meanings as well as 
function as a cue to upcoming information. 
However, the phonetically reduced structure of 
Danish might give stød an even more prominent 
role. In spontaneous speech, a final schwa is 
assimilated to the preceding vowel or consonant, 
often resulting in almost identical singular and 
plural forms, e.g. land [lanˀ] ‘country’ and lande 
[lann̩] ‘countries’ (Grønnum, 2005). However, if 
the singular has stød, the forms are kept apart 
(Basbøll et al., 2011). The N400 modulation 
reported for stød/non-stød-suffix mismatches 
could therefore indicate that stød is becoming 
lexicalized for monosyllabic singular nouns in 
Danish – and more so than Swedish word 
accents. Further support for this interpretation 
comes from the finding that for at least one 
participant in the stød study, the presence or 
absence of stød, rather than suffixes, appeared to 
be the principal factor in determining whether a 
test word was singular or plural (Hjortdal, 2021).  

To sum up, listeners do seem to use 
subphonemic cues to predict upcoming 
information. Such cues appear to be handled 
prelexically without constraining lexical 
processing, as proposed by Archibald and 
Joanisse (2011). Further, Swedish word accents 
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would also appear to be dealt with prelexically, 
only rarely making their way to the lexical level, 
while an N400 effect suggests that Danish stød 
does make its way to the lexical level. 
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Abstract  
Sound frequencies are represented in the primary auditory cortex (PAC) in a 
tonotopic structure which can be measured using functional magnetic resonance 
imaging (fMRI). A previous study has investigated vowels [ɑ] and [i] and seen a 
correlation between the vowels’ activation and the activation of simple tones 
corresponding to the vowels’ formant frequencies. Other vowels have not yet been 
studied. In this study, we are investigating [ɑ], [ɛ], [i], and [u] and compared those 
with activation of simple tones corresponding to their formant frequencies. This is 
ongoing work, and only five volunteers have participated. The preliminary results 
vary from high correlation between areas activated to low or no correlation. More 
data has to be collected to draw any further conclusions. 

 

Introduction 
The primary auditory cortex (PAC) is the first 
instance of sound processing in the brain's cortex. 
In PAC, different neurons are more or less 
sensitive to specific sound frequencies, and their 
frequency sensitivity is spatially dependent. 
Gradients have been found spanning from higher 
frequencies to lower to higher again, creating a 
mirror-symmetric structure along the axis of 
Heschl’s gyrus (Formisano et al., 2009). This 
representation of frequencies in the brain, called 
‘tonotopy,’ can be seen in Figure 1. 

 

 
Figure 1: Figure shows a mirror-symmetric 
tonotopy map. Lower frequencies can be seen in 
the middle, surrounded by higher frequencies. 

 
Vowels invovle resonance peaks around 

different frequencies on a frequency spectrum, 
called ‘formants.’ First and second formants are 
required to distinguish different vowels. Fisher 
(2019) studied vowels [i] and [ɑ], and found that 
they activate regions in the tonotopic structure of 

PAC corresponding to their formant frequencies. 
However, to more firmly establish a relation 
between vowel formants and the tonotopic 
structure of PAC, more than two vowels should 
be tested. Therefore, in this project, we are 
investigating the effects of the vowels [ɑ], [ɛ], [i], 
and [u]. 

Using high resolution functional magnetic 
resonance imaging (fMRI), a comparison 
between the activation pattern for simple tone 
and vowel activations can be made. FMRI uses 
MRI to study brain activation. It takes advantage 
of the difference in blood oxygen level to 
separate different states, commonly between 
performing a task and resting. In our case, the 
task is to listen to sounds, and rest is silence. By 
repeating sound and silence multiple times in a 
block paradigm, the brain areas connected to the 
specific task can be distinguished. This design 
was chosen for its robustness but is, on the other 
hand, very time-consuming.  

Method 
To map out the tonotopic structure, high 
resolution and fast fMRI are needed, and imaging 
parameters had to be optimized to reach a 
submillimeter resolution (0.9 mm isotropic 
resolution) while keeping a short imaging time 
(2s per volume). A 7 Tesla Philips Achieva 
scanner was used for this purpose. The same 
imaging parameters were used for both the vowel 
and tonotopy measurements.  

So far, the auditory processing of five 
volunteers has been measured. They are all right-
handed native speakers of Central Swedish.  
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Twelve simple tones of different frequencies 
were selected for the tonotopy measurement to 
match the vowel formants (300, 375, 525, 600, 
675, 825, 1575, 1650, 2400, 2700, 2850, and 
3300 Hz). The tones were jittered with r 75 Hz, 
which has been shown to increase activation and 
reduce exhaustion. Each stimulus had a duration 
of 8s and was repeated four times. The 
interstimulus interval was 8s. The order of the 
frequencies was randomized, and the sound level 
was adjusted for the individual volunteers. 

Three formants for every vowel were included 
(Table 1), as seen for [ɑ] in Figure 2. To simplify 
the comparison, we created synthetic vowel 
stimuli (complex tones, F0 = 75 Hz) in Praat that 
were as acoustically simple as possible but were 
perceived as vowels. The formant frequencies for 
Central Swedish in Kuronen (2000) were 
selected. For the complex tones to be 
recognizable as vowels, we had to include two 
harmonics surrounding the formant frequencies 
(formant frequency r 75 Hz). The vowels were 
chosen to maximize the difference between 
formant 1 and 2.  All the formant frequencies can 
be seen in table 1. We tested both a standard 
spectral envelope and keeping formant 
frequencies at the same amplitude as F0 and 
found little difference in acceptability of the 
vowels. Therefore, to increase activation for the 
formants, we kept their amplitude at the same 
level as F0.  

The same block paradigm structure was used 
for the vowel measurement, with the same 
duration and number of repetitions. A task was 
added during this measurement where the 
volunteers had to answer which vowel they 
heard. This was both to keep their attention and 
to make sure that they perceived the correct 
vowel.  

 
Table 1: Table shows formants 1, 2 and 3 for 
vowels [ɑ], [ɛ], [i] and [u]. 
Vowel  F1 [Hz] F2 [Hz] F3 [Hz] 
[ɑ] 525 825 2475 
[ɛ] 600 1650 2700 
[i] 300 2400 3300 
[u] 300 675 2700 

      
 

 
Figure 2: Figure shows frequency spectrum for 
vowel [ɑ]. The fundamental frequency and the 
three formants can be seen with the r 75 Hz 
frequency surrounding them. 

 
For every volunteer, a tonotopy map was 

created by giving every voxel in the image a 
frequency based on which frequency had the 
highest activation (best frequency).  Formant-
specific region of interests were created for every 
vowel by only including voxels with a best 
frequency matching one of the formants.  This 
gave a template for every vowel showing, if the 
hypothesis is correct, the expected vowel-
activated area. The images were masked based on 
Harvard-Oxford cortical structural atlases, where 
Heschl’s Gyrus was selected. The mean t-value 
in the overlap between the format-specific 
regions of interest and vowel t-maps was 
calculated. 

Results and discussion 
The results have not been consistent. We had a 
higher overlap between the expected formant-
specific regions of interest (vowel template) and 
vowels for one volunteer and no or small overlap 
for the rest. Table 2 shows the volunteer with the 
highest overlap between vowel and the right 
template maps created from the tonotopy 
measurement. Two of the vowels, [ɑ], [ɛ] had the 
highest mean t-value in the overlap with the right 
vowel template. Vowel [i] had the same mean t-
value in the  overlap between the template for 
vowel [i] and [u] and vowel [u] had the highest 
mean t-value in the overlap with the template for 
vowel [ɛ]. The inconsistency in the results could 
of course be because the hypothesis of tonotopic 
vowel representation might be incorrect, but the 
effect is tiny, and we need to collect more data to 
either discard or conclude anything. Heschl’s 
Gyrus is also small, and a little head movement 
or signal displacement can lead to wrong 
interpretations, although this can partly be solved 
by using robust preprocessing. The method is still 
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under development and data will be collected 
during the coming period.  

Table 2: Table mean t-value in overlapping area 
between template region of interested and vowels 
activation for [ɑ], [ɛ], [i] and [u]. 

Template  [ɑ] [ɛ] [i] [u] 
[ɑ] 2.6 2.4 2.4 2.3 
[ɛ] 2.7 2.9 2.5 2.6 
[i] 2.2 2.0 2.4 2.4 
[u] 2.6 2.7 2.3 2.4 
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Abstract 
Previous research has shown that visual information can be integrated in the 
perception of prominence, but the available evidence stems mostly from controlled 
experimental settings, often making use of synthetic stimuli. The present study 
provides evidence from spontaneously produced head gestures that occurred in 
Swedish television news readings. Materials were rated for word prominence by 85 
adult volunteers in a between-subjects design (audio-visual vs. audio-only ratings) 
using a crowd-sourcing approach. Accented words accompanied by a head 
movement were perceived as more prominent than accented words lacking a head 
movement. Crucially, the difference in perceived prominence level between words 
with and without a head gesture was found to be larger in an audio-visual rating 
condition compared to an audio-only condition. The results suggest that visual 
prominence signals are integrated in speech processing even in a relatively 
uncontrolled, naturalistic setting, such as watching the news.       
 
Introduction 
Spoken language is essentially an audio-visual, 
or multimodal phenomenon, comprising audible, 
acoustic information and visible, kinematic 
information, both concerning articulatory (e.g., 
lip) movements (Dohen & Loevenbruck, 2009; 
Scarborough et al., 2009) as well as gestures, 
produced, for instance, with the limbs, the 
fingers, the torso, the head, or the eyebrows (e.g., 
Kendon, 2004; McNeill, 2005). In particular, 
speech and gesture have been shown to converge 
in the production of prominence, as pitch accents 
and stressed syllables are regularly co-produced 
and temporally aligned with gestures (e.g., 
Alexanderson et al., 2013; Ambrazaitis et al., 
2020; Esteve-Gibert & Prieto, 2013; Esteve-
Gibert et al., 2017; Leonard & Cummins, 2011; 
Loehr, 2012; Swerts & Krahmer, 2010, Yasinnik 
et al., 2004).  

Following a standard account of gesture 
classification going back to McNeill (1992), we 
can distinguish between iconic, metaphoric, 
deictic, and beat gestures (or rather, dimensions 
of gestures, e.g., Shattuck-Hufnagel & Prieto, 
2019), where beat gestures are assumed to signal 
prominence. In this study we focus on head 
movements and their role as prominence cues in 

speech perception. We thus refer to these 
movements as beat gestures or ‘head beats’. 

Previous studies have shown that visually 
perceived beat gestures are integrated in speech 
perception in various ways (e.g., Al Moubayed et 
al., 2011; Wang et al., 2013). For instance, seeing 
a head movement may improve speech 
intelligibility (Al Moubayed et al., 2011). 
Furthermore, there is evidence suggesting that 
visually perceived gestures can contribute to 
perceived prominence (e.g., Krahmer & Swerts, 
2007; Prieto et al., 2015). However, to our 
knowledge, most studies have been restricted to 
experimental settings typically using stimuli 
where the audio and video are presented 
separately or are non-congruent (e.g., Dohen & 
Loevenbruck, 2009; House et al., 2001; Krahmer 
& Swerts, 2007; Scarborough et al., 2009) or 
where carefully controlled synthetic stimuli are 
used (House et al., 2001; Prieto et al., 2015).  

Although results from experimental settings 
are informative, they should be validated by 
means of testing spontaneously produced 
gestures from ecologically valid settings. A 
recent example for this approach is the study by 
Jiménez-Bravo & Marrero-Aguiar (2020), who 
collected audio-only and audio-visual promi-
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nence ratings for a sample of spontaneous speech 
taken from a Spanish television talent show. 
Their results showed significantly more 
prominence marks in the audio-visual than in the 
audio-only condition.  

The present study continues this line of 
research asking how spontaneously produced 
gestures (albeit in a very special genre: news 
readings) contribute to prominence perception. 
To this end, we collected prominence ratings 
using a web-based set-up and a crowd-sourcing 
approach, where participants rated the words in a 
sample of news readings from home, via their 
personal computer or mobile phone, almost as if 
they actually watched the news. Thus, not only 
the material used, but also the rating situation can 
be ascribed a high level of ecological validity. 
While in Jiménez-Bravo & Marrero-Aguiar’s 
(2020) data, head gestures were combined with 
manual gestures in a majority of the cases, our 
data (news readings) generally lack manual 
gestures, which enables us to focus strictly on the 
role of head beats. 

Methods 
Sixteen short video clips from Swedish television 
news broadcasts were rated, in a between-
subjects design, by 44 participants in an audio-
visual condition, and 41 participants in an audio-
only condition. Ratings were collected using a 
web-based set-up. Each word was to be rated as 
either non-prominent, moderately prominent, or 
strongly prominent, by means of clicking the 
word in question until the desired prominence 
level was encoded though a specific colour (see 
below for details). 

The audio-visual speech sample 
The clips were between 4 and 7 seconds long and 
contained 13 words on average (218 words in 
total), ranging from 8 to 19 words. The clips 
comprise speech of five different speakers (news 
anchors) and were taken from a larger corpus (see 
Ambrazaitis & House, 2017) that had previously 
been annotated for head movements (binary 
absence/presence decision per word), as well as 
for so-called ‘big’ pitch accents in Swedish 
(Myrberg & Riad, 2015) also known as the 
‘sentence accent’ or the ‘focal accent’. 

Data collection  
The set-up /rating procedure 
Data collection was performed using a custom-
made web page implemented in JavaScript, 
jQuery and the jQuery Simple Presentation 
plugin. We used the HTML5 software solution 
stack, particularly making use of the <video> tag, 
which facilitates web-based video playback 
considerably. The web page guided the 
participant through an instruction phase and a 
training phase. Then, the data collection proper 
consisted of 16 rating tasks (16 clips), described 
in detail below. The order of clips to be rated was 
randomized for each participant. When the test 
was finished, all the data was sent to a sheet in 
Google docs. 

The rating task 
Each clip was rated using a GUI including a 
video-player (in the audio-visual condition) or an 
audio-player (in the audio-only condition), an 
orthographic representation of the text of the clip, 
as well as a Nästa ‘Next’ button. The text was 
presented word-by-word in equally-sized boxes. 
The boxes were to be used as buttons for the 
prominence rating: A click with the mouse (or the 
touch screen) changed the colour of the box, 
which would turn YELLOW (prominence level 
1) after one click, RED (prominence level 2) after 
another click, and neutral again after a third click.    

A clip presentation always started with a still 
video and a ‘Start’ button. When that button was 
clicked, the clip was played automatically two 
times, without any break in between and without 
the option to pause the video/audio. During this 
initial presentation, the rating buttons (incl. the 
orthographic representations) were hidden. 
Participants in the audio-visual condition were 
instructed to carefully look at the video during 
this double screening. This was done in order to 
ensure that the participants’ first impression of 
the clip and its prominence relations would be 
based on the full audio-visual input. After this 
initial phase, the text buttons along with usual 
video playing controls appeared. The participant 
was then free to play the video/audio again as 
often as necessary, making use of pausing or 
playing smaller parts if desired, and to rate all 
words using the text buttons. When satisfied, the 
participant clicked the ‘Next’ button to reach the 
next clip. 



Proceedings of Fonetik 2021, Centre for Languages and Literature, Lund University 

 

38 

Participants 
Volunteers were recruited via social media and e-
mail. They were offered a (digital) cinema ticket 
for their participation. A total of 85 adult native 
Swedish volunteers participated in the study: 44 
in the audio-visual condition, and 41 in the audio-
only condition. All raters were native Swedish 
adult volunteers with no reported hearing 
impairment and normal or corrected sight. They 
were encouraged to conduct the rating in a silent 
surrounding. 

Analysis 
The collected prominence ratings were analysed 
in two steps. First, four heuristic measures were 
calculated per rater in order to explore overall 
rating behaviour as a function of rating condition 
(audio-visual vs. audio-only). These were: 

(1) 𝑥̅w (average word prominence): sum of 
all ratings (for all 218 words) divided by 
number of words (218) 

(2) %Wpr (percentage of prominent words): 
number of all words that were marked 
either moderately or strongly prominent, 
divided by number of words (218), 
multiplied by 100 

(3) %Wst (percentage of strong words): 
number of all words marked strongly 
prominent, divided by number of words 
(218), multiplied by 100 

(4) %Wst/pr (relation between prominence 
levels): number of all words marked 
strongly prominent, divided by number 
of words marked either moderately or 
strongly prominent, multiplied by 100 

The effect of rating condition on these 
measures was assessed by means of independent 
samples t-tests. 

In a second step, we explored whether the 
rating condition would affect specifically words 
that were produced with a head gesture. To this 
end, all words in our sample were classified as 
either being realized with a big accent (BA) and 
a head beat (HB), a BA only, or neither (using the 
available head beat annotations from Ambrazaitis 
& House, 2017). Table 1 displays token fre-
quencies for these three categories in the selected 
data set. We then calculated the following three 
measures for each rater: 

(5) 𝑥̅noBA, 𝑥̅BA, and 𝑥̅BAHB (average word 
prominence): sum of all ratings (for all 
words within each category according to 
Tab. 1) divided by n according to Tab. 1 

The measures described in (5) were evaluated 
by means of linear mixed effects regression 
models. In particular, we tested how well average 
word ratings are predicted by (a) the rating 
condition and (b) the cumulative addition of 
multimodal prominence markers (+BA+HB). 
The latter predictor was modelled as a three-level 
(within-subjects) fixed effect MMP (multimodal 
prominence: noBA, BA, BAHB). The former 
predictor was modelled as a two-level (between 
subjects) fixed effect AV_condition (audio-only, 
audio-visual). We included an interaction term 
for MMP and AV_condition, and rater (intercepts 
only) as a random effect. The full model (MMP * 
AV_condition + (1|rater)) was then compared to 
three different reduced models using likelihood 
ratio tests in order to evaluate the significance of 
the two predictors MMP and AV_condition as 
well as their interaction (see Tab. 2).  

Table 1. Frequencies of occurrence of words with 
‘big accent’ (BA), with BA and a ‘head beat’ 
(BAHB), and without BA (noBA). 

noBA BA BAHB Total 

148 22 48 218 

 
Finally, the following difference measure was 

calculated for each rater: 

(6) 𝑥̅'HB = 𝑥̅BAHB - 𝑥̅BA  

Just as for measure (1-4), the effect of the 
rating condition on measure (6) was assessed 
using an independent samples t-test. 

All modelling was done in R (R Core Team, 
2012) using the lmer function from the lme4 
package (Bates et al., 2012). R2-values were 
obtained using the function r.squaredGLMM 
from the MuMIn package (Barton, 2020), and F2-
tests and t-tests were performed using the t.test 
and the anova function from the stats package (R 
Core Team, 2012). 

Results and discussion 
Figure 1 displays the results for the four heuristic 
measures defined to explore overall rating 
behaviour. For none of these measures did the 
results suggest an effect of the rating condition 
(audio-only vs. audio-visual; x̅w: t = .11, df = 83, 
p = .91; %Wpr: t = -.41, df = 83, p = .69; %Wst: t 
= .98, df = 83, p = .33; %Wst/pr: t = 1.30, df = 83, 
p = .20). That is, raters did, on average, not assign 
significantly more or higher prominence ratings 
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to words in the audio-visual condition compared 
to the audio-only condition. A possible 
interpretation of these results is that visual 
information did not significantly add to perceived 
prominence. However, it might also be the case 
that our four heuristic measures were too coarse 
to capture effects of visual prominence cues. If, 
for instance, a visible head beat in fact makes a 
word more prominent, but the effect is rather 
small, then it might not have a significant impact 
on the overall word prominence average (taken 
across words with and without head beats). 

Therefore, in a second step, we distinguished 
between words produced with and words 
produced without an accompanying head beat. 
Figure 2 (next page) displays the distribution of 
average prominence ratings per multimodal 
prominence constellation (MMP) for the audio-
only and the audio-visual condition. It can be 
seen – for both rating conditions – that words 
with big accent and head beat tend to receive 
higher prominence ratings than words with a big 
accent only, and words lacking a big accent are 
generally rated low. This predictive value of 
MMP is highly significant (Tab. 3). Furthermore, 
Table 2 shows that our models account for up to 
83.2% of the observed variability in prominence 
ratings, whereby the contribution of MMP is 
decisive: Models reach an R2

 c of around 83% 
only if MMP is included, and irrespective of other 
factors or interactions present. 

That is, words accompanied by a head beat 
tend to be rated stronger even if no visual 
information on the head beat is available (in the 
audio-only condition). This is well in line with 
the results from the (audio-only) ratings obtained 
by Swerts & Krahmer (2010), suggesting that 
words with head beats are also produced with 
stronger acoustic prominence cues. A tendency 
for larger accentual big-accent rises as a function 
of accompanying head (and eyebrow) beats has 
indeed been observed in an ongoing study 
(Ambrazaitis & House, submitted).  

The rating condition, however, had no 
predictive value in the linear mixed models (Tab. 
2 & 3). Notably, the results did not even reveal a 
significant interaction between AV_condition and 
MMP, although Figure 2 suggests a tendency for 
such an interaction: For BA words, the plot 
suggests a tendency for slightly lower ratings in 
the audio-visual condition, while when a head 
beat is present (BAHB), a slight trend for higher 
ratings is seen when the visual modality is 
available. 

Figure 1. Boxplots for the four measures of 
overall prominence rating behavior comparing 
the audio-only and the audiovisual condition:   
(a) 𝑥̅w, (b) %Wpr, (c) %Wst, (d) %Wst/pr (see 1-4 
for explanations). 
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Figure 2. Boxplots of average prominence 
ratings collected in an audio-only and in an 
audio-visual condition for words realized without 
any big accent, with a big accent only, or a big 
accent and a head beat (𝑥̅noBA, 𝑥̅BA, and 𝑥̅BAHB). 

Table 2. Model fit for all full and reduced models 
measured using R2. R2

m = marginal R2 measuring 
the amount of variation described by the fixed 
factors; R2

 c = conditional R2 measuring the 
amount of variation described by the entire 
model including random-effects factor; ‘*’ 
denotes the interaction between factors, as 
oppose to ‘+’. 

 Model R2
m R2

 c 
Full MMP * AV_con. + (1|rater) .635 .832 
Red.1 MMP + AV_con. + (1|rater) .632 .828 
Red.2 MMP +                   (1|rater) .632 .828 
Red.3              AV_con. + (1|rater) .000 .000 

Table 3. Results of likelihood ratio tests 
comparing full and reduced models. 

Model 
comparison 

Effect 
tested 

F2 df p 

Full vs. 
Red.1 

interaction 3.93 2 .14 

Red.1 vs. 
Red.2 

AV_con. .01 1 .92 

Red.1 vs. 
Red.3 

MMP 322.37 2 .000 

 
Figure 3 scrutinizes this relation between BA 

and BAHB words, displaying the mean 
differences in prominence between BAHB and 
BA words. The figure suggests that a slightly 
greater distinction is made between words with 
and without head beats in the audio-visual 
compared to the audio-only condition, and this 
trend is significant (t = -2.5459, df = 83, p = .01). 
This result suggests that the visual perception of 
head beats indeed adds to perceived prominence. 

 
Figure 3. Boxplots for the difference measure 
(𝑥̅'HB) comparing the audio-only and the audio-
visual condition. 

Conclusions 
According to a recent proposal by Holler and 
Levinson (2019), multimodal information can be 
expected to support spoken language processing 
in natural communicative settings, rather than to 
impede processing. We therefore should 
explicitly look for, and expect to find, evidence 
for audio-visual integration in the perception of 
ecologically valid speech samples. However, few 
previous studies on the impact of visually 
perceived gestures on perceived prominence 
have tested spontaneous speech or spontaneously 
produced gestures. Furthermore, little is known 
about the individual contributions of different 
gestural articulators (Jiménez-Bravo & Marrero-
Aguiar, 2020).  

The present study has provided novel 
evidence based on spontaneous gestures, albeit 
produced with non-spontaneous speech (news 
readings). However, the choice of this speech 
genre enabled us to isolated head beats from 
manual gestures. The results suggest that the 
visual perception of head beats can add to 
perceived prominence, although the observed 
effect of the availability of the visual modality 
was relatively small – much smaller than the 
effect of acoustic prominence cues. 

The relatively small predictive power of the 
rating condition may have several explanations. 
First, not only the speech material was 
uncontrolled, but also the rating set-up. We did 
not, in this study, control for factors such as 
screen size or viewport size in the audio-visual 
condition (but see Ambrazaitis et al., 2019), nor 
did we have any possibility to control to what 
degree the participants really looked at the video. 
Moreover, and most importantly, in an 
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uncontrolled setting, a multitude of multimodal 
signals are processed simultaneously (Holler & 
Levinson, 2019). Given these circumstances, it is 
noteworthy that the impact of the visual modality 
on the perception of prominence is robust enough 
to be measurable in ecologically valid data using 
relatively uncontrolled rating setting. 
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Abstract  
This study describes a pilot attempt to use acoustically determined sentence stress 
in distinguishing native and L2 speakers of Finland Swedish at different proficiency 
levels. The study is part of the DigiTala project that examines and develops 
automatic tools for spoken L2 assessment. 

Stressed syllables were detected in 235 L2 and 30 L1 speech samples using 
combinations of f0, intensity, and duration. Differences were found in the relative 
number of stressed syllables between native and L2 speakers using f0 and duration 
or all three features. Further research with more consistent speech data is needed 
to establish reliable automatic measures of sentence stress. 

 
Introduction  
The production of word and sentence stress is 
important for intelligibility, comprehensibility, 
and fluency of L2 speech (Munro, 1995; 
Wennerström, 2000; Hahn, 2004; Kormos 
& Dénes, 2004; Trofimovich & Baker, 2006;  
Heinonen, 2020). Stress features are mainly 
studied in L2 English and in some cases also 
integrated in automatic assessment systems of L2 
English (e.g., Hsieh et al. 2020). In other 
languages than English, however, L2 stress is 
much less studied and seldom integrated in 
automatic assessment systems (see, however, 
Wik 2011 on Swedish). This study is a pilot 
attempt to use acoustic stress measures in 
distinguishing native and L2 speakers of Finland 
Swedish at different language proficiency levels. 
The study is part of the DigiTala2 project that 
aims to develop automatic tools for assessing 
spoken language skills in large-scale, high-stakes 
contexts (Kautonen & von Zansen, 2020).  

Stress features of Finland Swedish  
In stress languages, one syllable in a word usually 
stands out acoustically and perceptually. 
Moreover, one or more syllables in an utterance 
stand out as more prominent. Acoustically, these 
stress-bearing syllables are characterized by an 

 
2 The project is financed by the Academy of Finland 
2019–2023 (grant number 3229625). 

increase in f0, duration, and/or intensity 
(Lieberman, 1967; Lehiste, 1969; Fant & 
Kruckenberg, 1994). These parameters combine 
in a complex and language-dependent manner. 

Standard pronunciation of Finland Swedish 
(FS) differs from Central Standard Swedish 
(CSS) regarding both word and sentence stress 
(Tevajärvi, 1982; Vihanta et al., 1990; Hirst 
& DiCristo, 1998). In CSS, duration and intensity 
contribute strongly to the production of word 
stress, while f0 serves as the main cue for lexical 
pitch accents and primary stress (Engstrand & 
Krull, 1994; Bruce, 2005). The acute and grave 
lexical pitch accents that are characteristic for 
CSS, are absent in FS (Ivars, 2015). This can 
cause differences in particular in the f0 patterns 
between the two varieties, realizing in both word 
and sentence level. For example, in rising 
contours (e.g., focal peaks of both lexical pitch 
accents in CSS), the f0 peak is sometimes delayed 
or spread also to the following syllable (Vihanta 
et al., 1990; Xu, 1999). In FS, the timing of f0 
movements seems to be more constant than in the 
varieties of Swedish spoken in Sweden 
(Tevajärvi, 1982; Bruce, 2005). FS speakers 
are also perceived to produce stressed syllables 
more often and have weaker stress contrasts than 
CSS speakers (Vihanta et al., 1990). 

Prosody of FS is believed to be affected by 
Finnish (Helgason et al., 2013) and has therefore 
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some similarities with Finnish (Kuronen & 
Leinonen, 2011), but the linguistic properties of 
Swedish still define the stress structure of FS. 
Finnish has, e.g., a fixed word stress while the 
placement of stress varies in Swedish, which can 
cause difficulties for the Finnish learners of 
Swedish. 

Assessment of L2 stress features  
Language learners can face many difficulties in 
producing stress in an L2, from word-level to 
sentence level. Non-native speech often contains 
more disfluency phenomena than native speech 
(Cucchiarini et al., 2010), which can result in 
unintentional and inappropriate stressing of 
syllables. The stress features of L2 learners’ 
native language can also affect both the 
placement (Altmann, 2006) and the use of 
acoustic correlates of stress (Kallio et al., 2020; 
2021). 

L2 learners tend to produce stressed syllables 
either too frequently (Wennerström, 2000) or too 
seldom (Kormos & Dénes, 2004). This tendency 
is found also in Finnish learners of Swedish 
(Heinonen & Kautonen, 2020). Heinonen and 
Kautonen (2020) analyzed the sentence stress of 
Finnish learners of Swedish based on raters’ 
descriptions in pronunciation assessment. The 
sentence stresses with the lowest ratings were 
most often described as having too many or too 
few stressed syllables. Other comments 
concerned the placement as well as the manner of 
stress. 

Previous studies have found links between 
stress production and many facets of speaking 
proficiency, such as intelligibility (Field, 2012; 
Abelin & Thorén, 2015), comprehensibility 
(Heinonen, 2020), fluency (Kormos & Dénes, 
2004), and proficiency (Kang, 2018; Kallio et al., 
2020). The L2 production of Finland Swedish 
stress has mainly been studied from read speech 
(Heinonen, 2020; Kallio et al., 2020). Automatic 
L2 stress detection systems, in turn, focus mainly 
on word stress (Tepperman & Narayanan, 2005; 
Ferrer et al., 2015; Yarra, Deshmukh, & Ghosh, 
2017). We detect stressed syllables within 
utterances from short, spontaneous speech 
samples. 

Materials and method  

Speech data  
The speech samples for this study were taken 
from a larger speech corpus collected while 

piloting a computer-aided spoken language 
test for Swedish as a second language (Karhila et 
al., 2016). The pilot test was taken by Finnish 
upper secondary school students (aged 16–17 
years) who had studied Swedish as a compulsory 
subject for 4–7 years. Native Finland Swedish 
speakers of the same age also participated in the 
pilot test to obtain reference data for analysis.   

The material used in the current study consists 
of spontaneous narrative speech elicited with 
several test tasks. In each of the tasks, the 
speakers had 30 seconds to react to the provided 
stimulus. 

The speech samples were assessed by four 
expert raters using a holistic six-point scale for 
overall oral proficiency (A1–C2) and four 
analytic three-point scales including criteria for 
fluency, pronunciation, grammar, and 
vocabulary (Hildén et al., submitted). This study 
focuses on comparing samples between different 
proficiency levels. 

For the current study the speech data was 
grouped into four proficiency categories: natives 
(N=30), B-level samples (N=42), A-level 
samples (N=163), and below A-level samples 
(N=30). In total, the current speech data includes 
235 L2 samples and 30 samples from native 
speakers of Finland Swedish. 

Analysis  
The data was manually annotated to syllable 
level using the maximum onset principle with the 
restrictions of Swedish phonotactics (Bruce, 
2012: 30–32). A Praat script was used for 
obtaining f0 and intensity maxima as well as 
duration of each syllable. All acoustic feature 
values were then normalized by making them 
proportional to the mean values of the respective 
features within a sample using a simple formula 
Fsyl / Favg * 100, where Fsyl = syllable feature 
value and Favg = average feature value. 
Normalizing the values this way is a common 
procedure that eliminates bias that can arise from, 
e.g., speaker-specific f0 range and articulation 
rate (see., e.g., Tepperman & Narayanan, 2005; 
Ferrer et al., 2015). 

Since most stress detection systems focus on 
word-level, their purpose is usually to pick one 
syllable with the highest acoustic feature values 
indicating prominence. However, our goal was to 
detect all stressed syllables within speech 
samples of varying length. Since this study does 
not use machine learning methods, we decided to 
use an arbitrary threshold in detecting stressed 
syllables: we categorized syllables as stressed, 
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when their normalized feature values (max f0, 
max intensity, and duration) fall within the 
highest quartile in that sample (values higher 
than 75% of the values within sample). We 
detected syllables this way using the normalized 
acoustic features separately as well as different 
combinations of these features (all feature sets 
are presented in Table 1), and then computed the 
relative amount of acoustically stressed syllables 
per sample by dividing the number of stressed 
syllables with the total number of syllables per 
sample. The proportion of stressed syllables were 
then compared between speaker groups (natives, 
B-level, A-level, and below A-level) using 
Wilcoxon rank sum test with Bonferroni 
correction for multiple comparisons. 

Results  
Detecting syllables where acoustic feature values 
fall within the highest quartile in a sample 
resulted in some speech samples “dropping out”: 
that is, no syllables qualified as stressed using 
certain feature sets. Table 1 shows how the 
number of speech samples (with at least one 
stressed syllable) was reduced when more 
acoustic features were added to detect stress.   

Table 1. Samples including at least one stressed 
syllable detected with the respective feature sets. 
The total number of original samples was 265.  

Feature set Samples with stressed syllables 

max intensity 264 
duration  264 
max f0  263 
f0-intensity  213 
f0-duration  201 
intensity-dur  199 
f0-int-dur  131 
  
This raised questions about the reasons 

for the “dropped out” samples. The number of 
syllables (articulated as parts of words 
recognized as Swedish) varies considerably 
between samples as well as speaker groups, 
ranging from 1 to 92 (see Figure 1). This can 
cause bias when detecting stressed syllables 
within samples. Therefore, we first decided to 
exclude samples with the number of syllables 
within the lowest quartile. The data was reduced 
to samples including 9 or more syllables, 
resulting in 198 samples in total. With this data, 
the number of samples with stressed syllables 
was 198 for max intensity and duration, 197 for 

max f0, 172 for f0-intensity, 162 for f0-duration, 
160 for intensity-dur, and 110 for f0-int-dur. 
Excluding samples with less than 9 syllables also 
reduced the group sizes: the remaining samples 
included 29 natives, 42 B-level, 123 A-level, and 
only 4 below A-level samples. Therefore, we 
decided to exclude the below A-level samples 
from group comparisons.  

 
Figure 1. Distribution of syllable counts per 
speaker group.  

The groups were compared using Wilcoxon 
rank sum test with Bonferroni corrections. The 
comparisons were done using each of the seven 
feature sets in detecting stressed syllables. No 
significant differences in the proportion of 
stressed syllables were found between the groups 
using the feature sets max intensity, duration, 
max f0, f0-intensity, and intensity-duration. 
Using the feature set f0-int-dur, the proportion of 
stressed syllables differed significantly between 
A- and B-level samples (p < 0.01) as well as 
between A-level and native samples (p < 0.05), 
but no significant differences were found 
between B-level and native samples (Figure 2). 
Using the feature set f0-duration, however, 
resulted in B-level samples differing from natives 
(p < 0.05) and slightly from A-level samples (p < 
0.1), while A-level samples did not differ from 
native samples (Figure 3).  

  

Figure 2. Proportion of stressed syllables in A-
level samples (N=59), B-level samples (N=24) 
and native samples (N=25), when acoustic stress 
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is based on normalized f0 and intensity maxima 
and normalized syllable duration. 

   

Figure 3. Proportion of stressed syllables in A-
level samples (N=92), B-level samples (N=38) 
and native samples (N=29), when acoustic stress 
is based on normalized f0 and normalized 
syllable duration.  

Figures 2 and 3, however, present somewhat 
conflicting results. With f0-duration, the 
proportion of stressed syllables seems to be 
higher with native speakers than L2 speakers, 
while the tendency is reverse with the feature set 
f0-int-dur. We decided to compare the 
distributions of normalized max intensity, max f0, 
and standard deviation of syllable duration 
between the speaker groups in order to evaluate 
possible reasons for this unexpected shift in the 
occurrence of stressed syllables. The 
distributions for max intensity and max f0 were 
very similar, A-level group having only slightly 
less variation in these measures than natives and 
B-level speakers. However, the rate-normalized 
standard deviation of syllable durations varies 
remarkably within A-level group compared to B-
level and native speakers, as seen in Figure 4: this 
indicates, that the A-level speakers cannot be 
treated as a homogeneous group when it comes to 
the use of syllable duration as a marker of 
prominence. 

 
Figure 4. Distribution of rate-normalized 
standard deviation of syllable duration per 
speaker group.  

Discussion  
This study examined whether acoustically 
detected sentence stress could distinguish native 
and L2 speakers of Finland Swedish at different 
proficiency levels. Our goal was to detect 
stressed syllables from spontaneous utterances 
using only acoustic measures of f0, intensity, and 
duration, and compare the proportion of stressed 
syllables between speaker groups. Using the 
feature set f0-int-dur distinguished A-level 
speakers from B-level and native speakers, 
indicating that A-level speakers produced 
stressed syllables more often than the other 
groups. However, detecting stress with f0-
duration provided contradicting results: the B-
level speakers differed from native speakers with 
lower proportion of stressed syllables. Further 
investigation revealed considerable variance 
within A-level group in the use of acoustic 
markers of stress, especially syllable duration 
(see Figure 4). This indicates that acoustic 
(sentence) stress measures might not be reliable 
in assessing L2 Finland Swedish speakers within 
the lower proficiency levels, and the following 
discussion should therefore focus only on the 
differences between B-level and native speakers.  

Using f0-duration detected significantly fewer 
stressed syllables from B-level speakers’ speech 
than from native speakers’ speech (p < 0.05, see 
Figure 3). Observing the distributions in Figure 
4, in turn, reveal that B-level speakers have on 
average smaller standard deviation of syllable 
duration than native speakers. This indicates that 
the syllables of B-level speakers are more even in 
duration than the ones of native speakers, causing 
the stress contrasts to weaken. In our previous 
study on the same data (Kallio et al., submitted), 
in turn, we found that the higher the standard 
deviation of syllable durations, the better the 
fluency ratings of L2 speech. Both results support 
the ones of Heinonen (2020) regarding the L2 
speakers’ use of duration in marking stress in FS. 

The speech samples varied considerably with 
regards to length, which raises the question of 
whether the samples are comparable with respect 
to stress production. However, reducing the data 
to samples consisting of 20 or more syllables did 
not affect the differences between groups, 
indicating that samples longer than 9 syllables 
don’t notably increase the amount of information 
on sentence stress production. For further 
research, however, speech samples of a more 
even length are recommended to avoid possible 
bias. 
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Using different combinations of syllable f0 
and intensity maxima and duration failed to 
detect stressed syllables in some samples. 
Possible reasons why the highest quartile of f0, 
intensity, and duration values do not fall on the 
same syllables were examined with auditive 
analysis on 4 native and 18 B-level speech 
samples. Our observations were mostly 
associated with the f0 and included so-called list 
intonation (caused by the task assignment), 
exaggerated or rising word and phrase intonation, 
emulating CSS (and in one case, Norwegian) 
word accents, and lack of f0 variation leading to 
monotonous speech. Some samples included a 
considerable amount of unmodal voice or were 
simply of bad signal quality. The observations 
indicate that, despite being tonally balanced, f0 is 
an important cue in signalling sentence stress 
in FS. Moreover, the f0 peak in FS is very likely 
positioned on the stressed syllable, while in CSS 
it can be delayed to or realized in the following 
unstressed syllable (see, e.g., Vihanta et al., 
1990) – thus the speakers who use CSS word 
accents in our data ended up as outliers. 

Our method of categorizing stressed syllables 
based on acoustic feature values within the 
highest quartile is arbitrary and doesn’t perfectly 
acknowledge the relative nature of stress. When 
categorizing stress, in longer utterances in 
particular, the best method would be to make 
acoustic features values proportional to 
neighbouring syllables, such as in Yarra et al. 
(2017) and Kallio et al. (2020). Further, our 
method was not validated with perceived stress 
markings of native speakers of the target 
language. Regardless of these drawbacks, 
significant differences were found between 
native and B-level speakers. 

We conclude that scrutinizing the realizations 
of sentence stress in L2, in spontaneous speech in 
particular, could benefit the automatic 
assessment of L2 speaking proficiency, but the 
stress detection methods as well as the type of 
speech data should be considered carefully. For 
example, the production of sentence stress 
requires the ability to produce longer stretches of 
connected speech, which can be difficult for low 
level L2 speakers whose speech is often 
characterized by many disfluencies and 
pronunciation problems. It would thus be 
relevant to include sentence stress only to the 
assessment of speakers at B-level or higher 
proficiency. Moreover, f0 seems to be an 
important cue for sentence stress (alongside 
duration), which should be taken into account 

with appropriate test tasks and recording quality, 
but also with the use of different language 
varieties. 
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Abstract 
The new open TRAP sound change was reported in the 1980s, in Received Pronun-
ciation. The earliest example found by Fabricius in 2007 was born in 1926, still 
Received Pronunciation. Jones and Gimson reported only the earlier closer TRAP. 
The earliest regional example of new open TRAP, born in 1866 in Kent, was reported 
by Wood in 2017. Four groups of informants were studied, RP and regional. The 
earliest RP speaker found with new open TRAP was born in 1857, one hundred years 
before it was noticed. This raises questions like how did Jones manage to miss it? 
(or ignore it?). Suggested explanations include inadequate vowel theory (the Bell 
vowel model) and experimental methods (feeling the Bell vowel locations). 

 

Figure 1. A selection of RP vowels by informant 
B, illustrating the earlier closer TRAP with lower 
F1 at 489-682 Hz, DRESS and KIT compressed 
towards FLEECE. 

Figure 2. A selection of RP vowels by Daniel 
Jones (1881-1967), analysed from Jones (1929, 
1956), illustrating the new open TRAP (higher F1 
668-825 Hz, no compression of DRESS and KIT). 

The Problem  
This article is concerned with the recently ob-
served sound change in south-eastern England 

that opened1 TRAP2 pronunciation both in non-
regional Received Pronunciation3 (RP) and in 
regional accents. The timbre of the earlier closer 

Figure 3. The stylized isogloss between Northern 
British English (NBE) and Southern British 
English (SBE). Four regiolects of SBE: East 
Anglian, London, Home Counties (triangle) and 
Western. 

TRAP was IPA [æ]4 (Fig. 1), while new open TRAP 
is open [æ] (Fig. 2). The criteria for distin-
guishing new open TRAP (F1 higher than about 
600 Hz and no compression of DRESS and KIT 
towards FLEECE), are defined in §3). The regional 
Kentish TRAP sound change had commenced by 
the 1860s (Wood, 2017). It was also spreading 
through the home counties (the region 
surrounding London and bounded by East 
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Sussex, Hampshire and Northamptonshire, Fig. 
3). It has been noticed in RP since the 1980s 
(Wells, 1982), while the earliest RP speaker with 
open TRAP reported by Fabricius (2007) was born 
in 1926. Did Fabricius catch it starting in RP 
during the 1920s, or was it already in progress? 
Figure 2 suggests it was (Daniel Jones, 
phonetician, professor, born in 1881). Early 
examples like this are considered controversial, 
born long before anyone showed any awareness 
of this sound change in RP. Jones never 
mentioned this sound change himself, always 
describing only the earlier closer RP TRAP 
timbre (1908, 1918, all editions to the 1960s). An 
additional recording of Jones has recently been 
analysed by Przedlacka & Ashby (2019). Their 
vowel diagram (their Fig. 1) also shows Jones’ 
open TRAP at high F1. Controversial as they may 
be, it was examples like this, together with 
regional examples from SE England, that first 
prompted doubts about the dating of this sound 
change. The status of new open TRAP in earlier 
RP was investigated by analysing the spectra of 
TRAP instances taken from recordings of RP 
speakers in two sequences preceding Fabricius’ 
confirmation: (i) an RP-speaking group born in 
1850-1899 (the controversial period), and (ii) a 
second RP group born in 1900-1930 (the non-
controversial period up to Fabricius’ dating). For 
comparison, published formant data from 
regional Kentish SBE speakers born in 1860-
1895 (Wood, 2017), and recordings of six 
speakers of 20th century Home Counties SBE 
(HCSBE) born in 1900-1960 were also included. 

Figure 4. Pronunciations of the MOUTH diph-
thong in S. E. England: regional accents (left) 
and non-regional RP (right). 

Accents of S. E. England  
Southern British English (SBE) is the regional 
dialect spoken right across southern England 
from Norfolk to Cornwall, south of an isogloss 
from the Wash to the Severn Estuary, distin-
guished from neighbouring Northern British 
English (NBE) by the TRAP-BATH split and the 
FOOT-STRUT split (Wales, 2006; Britain, 2012). 
There are several SBE regiolects, generalized by 
Wells (1982§§4.2-4.3) from east to south-west as 
East Anglian, London, Home Counties, and 
Western. The accent of interest here is Home 
Counties SBE (HCSBE). Ellis (1889) referred to 
the earlier dialect of Kent and East Sussex as 
Eastern Southern English, already giving way to 
contact with London pronunciation. For the 
present study, these regional accents are 
distinguished as Kentish SBE (19th century, 
transitional) and Home Counties SBE (HCSBE, 
20th century) following Wood (2017).  

RP and regional HCSBE are identified by 
referring to their respective vowel phoneme 
systems. RP was described by Jones (1909, 
1918)), other revisions are provided by Gimson 
(1962) and Wells (1982). HCSBE was stig-
matized until about the 1960s and very little had 
been published on it until Rosewarne (1984) 
mentioned Estuary English. Consequently, Wells 
(1982:§4.3.1) found little to report on home 
counties pronunciation. Since then this region has 
attracted more attention, summarized by Jansen 
& Amos (2020). Wood (2017) described a shib-
boleth that has distinguished regional HCSBE 
from non-regional RP at least since the late 19th 
century. This concerns the respective pronun-
ciations of the MOUTH lexical set (Fig. 4) that had 
taken different paths through the Great Vowel 
Shift: the “polite educated” community (Cooper, 
1687) shifted MOUTH down the back vowels to 
current RP [aʊ-ɑʊ] (Luick, 1896; Jespersen, 
1909, Wolfe, 1973), while the “provincial” 
community shifted MOUTH down the front 
vowels to regional [ɛʉ] (Britain, 2008; Cooper, 
1687), eventually to open [æː~æɒ] in London and 
the South East (Wells, 1982; Wood, 2017), while 
[ɛʉ] still occurs in the South West. Table 1 lists 
some differences between RP and the non-
regional accents. 
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Table 1. Some pronunciation differences between accents of South East England (‘x>y’ reads ‘x 
becoming y’). 

Accent TRAP BATH LOT THOUGHT GOAT MOUTH 
19th, 20th c RP close (open?) [ɑː] [ɒ] [ɔː] [ou>əʊ] [aʊ>ɑʊ] 

19th c. Kent close or open [aː] [ɑ>ɔ] [ɔː>oː] [ou>aʊ] [ɛʉ>æɒ] 
20th c. HCSBE open [ɑː] [ɔ] [oː] [aʊ] [ɛʉ>æɒ] 

  

Criteria for open TRAP  

 
Figure 5. Vowel F1 and F2 frequencies obtained 
by varying the degree of constriction (Amin) and 
degree of mouth opening (A/l) at each of four 
constriction locations. Superimposed: Daniel 
Jones’ open back BATH vowel zone. Adapted from 
Wood (1979). 
Essner (1947) and Joos (1948) would have 
expected high F1 for open vowels. But how high? 
Figure 5 shows that a vowel timbre designated as 
unrounded open (Jones’ [ɑː]-like BATH) would 
be articulated with a low pharyngeal constriction 
together with a large mouth opening, yielding F1 
higher than about 600 Hz. This means that open 
is an extended zone, with F1 varying from about 
600 to 800 Hz or beyond. The actual frequency 
of the boundary appears to vary both between and 
within individual speakers (not illustrated here). 
Between-speaker variation might reflect diffe-
rences of vocal tract size, shorter vocal tracts 
yielding higher boundary frequencies. Within-
speaker variation might reflect varying speaking 
style with varied degree of mouth opening 
yielding continuous dynamic variation of the 
boundary. 

The first criterion, then, for open TRAP is F1 
higher than about 600 Hz 

The timbre of the earlier close TRAP was IPA 
[æ]. Four phonemes had to share the non-open 
front region since close TRAP encroached on the 

F1 region around 500 Hz, with consequent 
compression of DRESS and KIT towards, and even 
alongside, FLEECE. However, F1 of close TRAP 
also extended into the open F1 region above 600 
Hz (clearly seen in Fig. 6, with the majority of 
TRAP instances having F1 within 500-600 Hz 
while about 25% extend into the open region at 
600-700 Hz). Similar mixes of closer and open 
instances have been found for other recordings of 
old closer RP TRAP, including the linguist J R 
Firth described by Przedlacka & Ashby (2019), 
easily seen in their diagram.  

A second criterion for open TRAP is, conse-
quently, no compression of DRESS and KIT 
towards FLEECE. 

Figure 6. Late 19th c. Kent: new open TRAP, and 
the last example of [aː]-like BATH. 

Figure 7. 20th c. HCSBE: new open TRAP, and the 
earliest regional example of [ɑː]-like BATH. 
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Table 2. Results for new open and old close TRAP in the four groups of south-eastern accents (§5). 

Informant TRAP Born TRAP F1; F2 Hz 
19th c. RP    

R. Baden-Powell open 1857 680-800; 1713-2059 
Stanley Baldwin open 1867 641-785; 1717-1994 
Richard Paget open 1869 608-812; 1722-1932 
W S Maugham open 1874 592-687; 1730-1968 
Daniel Jones open 1881 668-825; 1560-1776 
H. MacMillan open 1894 602-657; 1329-1509 

N. Chamberlain closer 1864 F1 352-713 
RP 1901-1930    

A open 1900-1910 601-708; 1516-2005 
C open 1900-1910 720-818; 1413-1749 
D open 1910-1920 612-744; 1475-1610 
E open 1910-1920 602-701; 1546-1839 
F open 1920-1930 580-728; 1507-1722 
G open 1920-1930 629-730; 1509-1814 
H  open 1920-1930 565-710; 1491-1664 
B closer 1900-1910 F1 489-682 

19th c. Kent    
I (H. G. Wells) open 1866 595-727; 1849-2018 

L open 1880 601-665; 1495-1811 
M open 1881 633-680; 1442-1798 
N open 1881 633-744; 1566-1946 
O open 1888 582-713; 1443-1545 
P open 1894 562-759; 1835-1977 
J closer 1868 F1 483-538 
K closer 1880 F1 514-578 

20th c. HCSBE    
Q open 1905 602-691; 1629-1930 
R open 1909 696-724; 1971-2055 
S open 1928 608-717; 1664-1756 
T open 1940 634-662; 1430-1549 
U open 1955 639-749; 1505-1576 
V open 1958 671-788; 1479-1640 

 
 

The story of TRAP and BATH in 
the S. E. in recent centuries 
Before the 17th century the TRAP and BATH sets 
were both pronounced together with the same 
open vowel, [a], (Wyld, 1936:196-205). Then 
TRAP was fronted and raised to a closer location 
near DRESS while BATH remained at [a]. At the 
same time, DRESS and KIT were displaced to-
wards FLEECE, ensuring the spectral contrast 
between TRAP and DRESS. That was the TRAP-
BATH split, unique to SBE in the British Isles. In 
some cases, such as regional London Cockney, 
the fronting and raising of TRAP went as far as [ɛ], 
still there in the 1830s-1930s (Matthews,  

1938:Chapt. 1) and in the 1950s (Sivertsen, 
1960:Chapt. 3.3). Since the late 19th century, 
TRAP has been changing again in the South East, 
to open [æ]. Figure 6 shows an example of new 
open TRAP from late 19th century regional 
Kentish SBE.  

The BATH set, left behind at [a] after the split, 
was eventually lengthened to [aː] and finally 
retracted to [ɑː]. This final BATH change is 
usually dated to the 18th century for RP (Hickey, 
2020), seen in Figs. 1-2. Figure 6 shows BATH 
still at [aː] in late 19th century Kent, the last 
example in the data available to this study. Figure 
7 shows the earliest HCSBE example of [ɑː]-like 
BATH.  
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Speech samples 
Speech recordings were collected for four groups 
of SBE informants representing the south-eastern 
SBE accents. They were found randomly online, 
often in the BBC Archive or the British Library. 
19th century RP informants were prominent pub-
lic figures and they are identified. Anonymity is 
preserved for all other informants. 

SBE Group 1 consists of seven RP speakers 
born in the 19th century. 

SBE Group 2 consists of nine RP speakers 
born in 1900-1930, referred to as A-H. Recor-
dings were taken from broadcast interviews made 
in the 1950s or 1980s.  

SBE Group 3 consists of eight speakers of 19th 
century Kentish SBE, referred to as I to P. The 
recording by H G Wells is a BBC broadcast. The 
remaining 19th century Kentish recordings were 
made by the Survey of English Dialects (Orton & 
Dieth 1962), available online at the British 
Library. Their formant data is cited from Wood 
(2017).  

SBE Group 4 consists of six speakers of 20th 
century HCSBE, referred to as Q to V, born in 
1905-1958. The recordings were found online at 
university websites or in the BBC Millennium or 
BBC Voices collections at the British Library.  

Formant analysis 
Vowel formants were analysed using Praat 
(Boersma & Weeninck, 2017), FFT slices from 
narrowband spectrograms offering the best solut-
ion for some recordings, while linear predictive 
formant tracking was successful for the others.  

Only fully prominent exemplars of vowels 
were analysed, taken from focally accented 
syllables (to minimize spectral effects of vowel 
reduction). Formants were taken at the moment 
where the vocoid segment was least affected by 
adjacent consonants (to minimize spectral effects 
from coarticulation), determined by observing 
CV and VC formant transitions on spectrograms.  

Results 
Table 2 records the results for all informants in 
each group. The ratios of old close TRAP were 1 
of 7, 1 of 8 and 2 of 8 in the first three groups. 
The earliest RP example of new open TRAP in this 
data set was born in 1857. 

Conclusions 
New open TRAP was happening in RP as early as 
the 1850s, a century before anyone reported it. 
How did they come to miss it for so long? 
One possible reason is their absolute belief in the 
Bell vowel model (or Passy’s version), that 
assigned the difference between open and close 
TRAP entirely to tongue location. They would not 
have been aware that F1 for pharyngeal vowels is 
controlled by the mouth opening and F2 by 
tongue location (Fig. 5).  
A second possible reason is their claimed ability 
to feel the tongue positios of the Bell vowel 
model (first expressed by Sweet, 1877:18). 
Sadly, Bell’s tongue positions for vowels were 
just not there, waiting to be felt. Eventually, this 
ability to feel tongue positions for vowels was 
linked to the neurophysiological function of 
proprioception (for example, by Catford, 1981), 
although that is not how proprioception works, as 
any comprehensive handbook of neurophysio-
logy, such as Siegel & Sapru (2015:253), will 
make clear. These authors explain that proprio-
ception is only partly conscious, allowing 
awareness of some articulator positions or move-
ments, but also partly nonconscious, precluding 
awareness of other articulator positions or 
movements. In conscious proprioception, 
receptors in joint capsules provide sensory 
information to the cerebral cortex, enabling 
awareness of kinesthesia. Only the mandibular 
joints would be relevant for speech, enabling 
awareness of jaw position. That had always been 
a parameter of the ancient model since the time 
of Panini. Nonconscious proprioception, how-
ever, arises from muscle spindles and Golgi 
tendon organs and is passed to subcortical motor 
centres solely for internal control of movement. 
Consequently, no sensations are available to the 
cerebral cortex from this background activity 
working silently and efficiently during vowel 
production. 

Notes 
1For the present study, the terms tongue height 
and backness follow the usage of the past 150 
years (A. M. Bell 1867:15-16, 71, Sweet 1877, D. 
Jones 1932, IPA 1999), but advisedly because the 
Bell vowel model has never been validated, but 
was seriously compromised on numerous 
occasions (Wood, 1982). 
2Expressions like TRAP are keywords for what J. 
C. Wells (1982:§2.2) calls lexical sets 
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representing vowels that participated in various 
sound changes in English, with different 
outcomes in different dialects. They are more 
useful than phoneme notation when 
pronunciations are changing, or where accents 
differ. 
3The expression Received Pronunciation (RP) is 
preferred here for the sake of continuity with 
earlier literature although other rival synonyms 
have come into use for this accent, especially 
General British English (GBE) (Lewis 1972) and 
Standard Southern British English (SSBE) (IPA 
1999). SSBE is especially unsuitable as it is also 
increasingly being used as a nickname for 
regional HCSBE, the “new standard” (like 
Lindsey 2019:4). The phonology of non-regional 
RP nevertheless belongs typologically to SBE. 
4Close [æ] refers to IPA [æ], the timbre of old 
close TRAP. The timbre of open TRAP was never 
given an IPA identity and is referred to here as 
open [æ].  
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Question intonation in Southern Swedish 
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Abstract  
Swedish has been generally assumed not to have any well-defined question intona-
tion. However, with respect to Southern Swedish, Lindblad & Gårding (1973) 
present data showing final rises in polar (Y/N) questions. Gårding (1979) also as-
sumes a broader and higher F0 range in Y/N questions than in statements, particu-
larly on the final focussed word. The present study investigates the extent to which 
these question cues occur in a material involving spontaneous dialogues led by a 
speaker of Southern Swedish (Malmö). Results for utterances with question syntax 
show final rises in 16% of the Y/N questions and 3% of the Wh-questions. For 
utterances without question syntax, 79% were associated with final rises. Compar-
ing F0 on the first prosodic word of questions, both Y/N- and Wh-questions showed 
a significantly higher F0 level (ca. 2-3 ST higher) than statements. A further com-
parison of the F0 level on the most prominent word following the first prosodic word 
in questions and statements showed that Y/N questions had a higher F0 on the most 
prominent word than statements. However, Wh-questions did not differ significantly 
from statements in that respect. Thus initial F0-level appears to be a strong prosodic 
cue distinguishing between questions (both Y/N questions and Wh-questions) and 
statements in the Southern Swedish material examined. F0 level on the most promi-
nent word following the first prosodic word is also a reliable prosodic cue 
distinguishing Y/N questions from statements and Wh-questions, but not for 
distinguishing between Y/N questions and Wh-questions. 

 
Introduction and background 
It has been assumed that Swedish does not have 
any general prosodic cues to questions. Syntactic 
cues can distinguish questions from statements, 
and thus the use of intonational cues such as high 
boundary tones is not commonly found. Final 
rises have, however, been seen to occur in some 
contexts. House (2004, 2005) observed that Wh-
questions in Central Swedish sometimes are 
associated with a final rise. In the material House 
examined (200 Wh-questions beginning with vad 
‘what’ and vem ‘who’ extracted from human-
computer dialogues), 22% of the Wh-questions 
had a final rise. Rises appeared most often in 
children's questions (32%), women had 
somewhat fewer rises (27%), and men, the fewest 
rises (17%). The rises were also observed to 
occur mostly on final focused words and were 
characterized by a delayed focal peak. Gårding & 

Lindblad (1973) and Gårding (1979) investigated 
differences in statement and Y/N question 
intonation in different Swedish dialects. They 
compared words uttered as statements and (echo) 
questions elicited from speakers from four dialect 
areas: Skåne (Southern Sweden), Stockholm 
(Central Sweden), Gotland, and Götaland 
(between Southern and Central Sweden). Results 
from their study showed that Y/N questions in 
Southern Swedish exhibited a final rise which re-
sembled that in other Germanic languages 
(Gårding 1977). The rise occurred on the final 
syllable (see Figure 1). Gårding (1979) further as-
sumes that intonation in Swedish Y/N questions 
is also characterized by an overall wider F0 reg-
ister in comparison with statements, where the lo-
cal widening of the F0 range is thought to be the 
most important cue to questions associated with    
the sentence (focal) accent (see Figure 2). In a 
perception study, House (2003) showed that, in
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 Pål ‘Paul’  Polen ‘Poland’  pålen  ‘pole+the’  änderna ‘ducks+the’ ändorna ‘ends+the’  

accent 1 accent 1 accent 2 accent 1  accent 2 
 

Figure 1. Figure adapted from Gårding & Lindblad (1973) showing differences between statement and 
question intonation on final focused words in Southern Swedish. Question intonation is characterized 
by a final rise. The vertical lines represent boundaries between segments.  

   Statement          Echo question 

 
        [lɛmna]

Acc2
[lɔŋːa]

Acc2 
[nʉnːɔr]

Acc2               
[lɛmna]

Acc2
[lɔŋːa]

Acc2 
[nʉnːɔr]

Acc2 
 

Figure 2. Figure adapted from Gårding (1979) showing statement (left) and echo question (right) into-
nation in Southern Swedish. Question intonation is characterized by a wider F0 register, most clearly 
visible on the rightmost prominent word in the utterance Lämna långa nunnor ‘Leave tall nuns’. 

 

Central Swedish, a combination of raised F0 
range and delayed utterance-final focal peak is an 
effective cue to interrogative mode in echo 
questions. 

In order to investigate the extent to which 
intonational cues to questions occur in a more 
extensive material, we examined statements and 
questions (both Y/N questions and Wh-
questions) in dialogues led by a speaker from 
Skåne (Malmö). 

Method 
Two spontaneous/extemporaneous dialogues 
between a well-known male Southern Swedish 
journalist (Sven Melander) and two different 
political leaders (Jonas Sjöstedt and Jimmy 
Åkesson) were used. The dialogues contained 
approximately 2 hours of speech in total. All Y/N 
questions (n=38) and Wh-questions (n=37) 
produced by the journalist were extracted from 
the dialogues. To compare question intonation to 
statements, 37 statements were also extracted 
from the material. The Y/N questions had Verb-
Subject word order and the statements had Sub-
ject-Verb word order. The subjects were 
pronominal in 100% of the Y/N questions and in  
95% of the statements. In order to compare the 
extent of final rises in questions with question 

syntax (wh-words, Subject-Verb inversion) and 
in utterances functioning as questions but without 
question syntax, we also extracted 24 utterances 
that were introduced as Y/N questions by the 
interviewer. 

Presence of final rises in Y/N questions, Wh-
questions, and utterances without question syntax 
was registered. In addition, to obtain a measure 
which could reflect differences in register width 
between statements and questions, the maximal 
F0 on the first prosodic word (PW) in all 
utterances and the maximal F0 on the 
prosodically most prominent word following the 
first prosodic word was also measured. In Y/N 
questions, the F0 on the first prosodic word 
corresponded to the highest F0 on the PW 
consisting of V-Pro and in statements on the PW 
consisting of Pro-V. In the 2 cases where the 
subject was non-pronominal, the F0 was 
measured on the subject noun. In Wh-questions, 
the first PW corresponded to the Wh-word. 
Examples of the three sentence types are given in 
Figures 3-5. 

Statistical analyses were carried out using 
two-sided independent samples t-tests. P values 
were Bonferroni-corrected for multiple compari-
sons. An F0 difference of 1.5 ST was taken as a 
threshold for assuming a significant difference 

 
 
 

 
[lɛmna]

Acc2
[lɔŋː a]

Acc2
 [nʉn ɔːr]

Acc2
                  [lɛmna]

Acc2
[lɔŋː a]

Acc2  
[nʉn ɔːr]

Acc2
 



Proceedings of Fonetik 2021, Centre for Languages and Literature, Lund University 

 

 56 

between the categories. This threshold is based 
on results in Rietveld & Gussenhoven (1985), 
suggesting that a difference of 1.5 ST is sufficient 
to cause a difference in the perception of promi-
nence. 

Results 

Final Rises 

Rises in utterances with question syntax  
In the Southern Swedish questions with question 
syntax, rises occurred in 6 Y/N questions (16%) 
and 1 Wh-question (3%). 

Rises in utterances without question syntax 
In the utterances without question syntax (n=24), 
19 (79%) exhibited final rises. Examples are 
given in Figure 6 and Figure 7. 

F0 register 

First PW 
The mean F0 on the first PW in Y/N questions 
(10.3 ST) and Wh-questions (11.1 ST) was 
significantly higher than in statements (7.6 ST), 
p<0.001. There was no significant difference in 
F0 on the first PW between Y/N questions and 
Wh-questions, p=0.478. 

 
 

 

 

Figure 3. Example of a Y/N question: Är det 
ingen jävla ordning i partiet? 'Is there no damn 
discipline in the party?' H1 and H2 indicate the 
points where F0 was measured in the first pro-
sodic word and the following most prominent 
word, respectively. 

 
 

Most prominent word after first PW 
The mean F0 height on the most prominent word 
following the first PW was significantly greater 
in Y/N questions (12.6 ST) than in Wh-questions 
(10.9 ST), p=0.033, and statements (10.0 ST), 
p=0.003. There was no significant difference in 
F0 between Wh-questions and statements in this 
position, p=0.290. 

 

 
 

Figure 4. Example of a Wh-question: Hur var det 
exakt? ‘How exactly was that?’ H1 and H2 indi-
cate the points where F0 was measured in the 
first prosodic word and the following most 
prominent word, respectively. 

 

 
 

Figure 5. Example of a statement: Det är två par-
tier som skiljer sig från de övriga. 'There are two 
parties that are different from the others'. H1 and 
H2 indicate the points where F0 was measured in 
the first prosodic word and the following most 
prominent word, respectively. 

Discussion 
The results presented here show that question in-
tonation in Southern Swedish can be realized 
through a number of different prosodic cues. 
Firstly, in line with previous results for Central 
Swedish (House (2004, 2005)), they illustrate the 
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Figure 6. Example of a rise (H%) on the final syl-
lable of NATO (accent 1) in the phrase 
medlemskap i NATO? 'membership in NATO?' 

 

 
  

Figure 7. Example of a H% on the final syllable 
of the phrase beslutande folkomröstningar? (ac-
cent 2) ‘decisive referendums?’  

 
non-obligatoriness of final rises as cues to ques-
tions. They also show that the use of final rises in 
Y/N questions is greater in utterances that do not 
have question syntax. The results further indicate 
that syntactic differences interact with differ-
ences in F0 register at the onset of questions and 
statements. In line with the model for Swedish in-
tonation presented in Gårding (1979), a higher 
register was observed for questions than state-
ments, not only for Y/N questions as studied by 
Gårding, but also for Wh-questions. Moreover, in 
agreement with Gårding (1979), the wider regis-
ter extended from the onset to the following most 
prominent (focussed) word, but only in Y/N 
questions. In Wh-questions, this continued 
heightened register was not found.  

These findings on the relation between syntax 
and prosody are in line with approaches to gram-
mar such as Rizzi & Bocci (2017), where opera-
tors representing different speech act types are as-
sumed to be part of the syntactic representation. 
The register differences seen in the data studied 
here could be assumed to be intonational reflexes 
of these illocutionary force operators for Y/N 
questions and Wh-questions.  

The differences in F0 height associated with 
prominences to the right of the first prosodic 
word can be thought to reflect the scope of the 
question operator. Whereas the question operator 
in Y/N questions is assumed to dominate focus, 
and have scope over the whole sentence, in Wh-
questions, it is assumed to overlap with focus on 
the Wh-word (Rizzi & Bocci (2017)).  
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