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Introduction
On the initiative of the European Speech Communication Association (ESCA) the_area of
P;;t;d" has been selecteä for ã Turcrial and Research Workshop (ETRW)- The
Deoartñent of Linsuistics and Phonetics, Lund university, Sweden, agreed to organize

*ÏSCe Worksñop on Prosody in Lund, September 27-29, 1993' The ESCA
Woit frop on Prosociy is related tó two other eveñts during 1993: thematically,to the

ELSNEt'Summer ScÍrool on Prosody, University College London, and temporally as a

rutãlf¡iror"nt to the 3rd Europeãn Confereñce on-speech Communication and
Technology (EUROSPEECH 93), Technical University of Berlin.

Researchers working with prosody represent a large variety of.disciplines and

inæreie, ringing across-theoretical linguisücs and phonôlogy, phoneúc based. models

;d$úúi;"siand applications such ãs bxt-to-speèch and automatic recognition. The

om õi O"'Wo*ihop is io encourage an intemational¡cientific_ exchange-of current ygrk
i" põrody in mucfr the same wiy as the Nordic Pros_ody M_eetings funcfion within
S.i"ãii*iu. The response to our cäll for papers to the ESCA Workshop on Prosody has

Ueen ãnè.*tt"troing. 'Approximaæly 90 absfracts were submitted for review. In order to

-uintui" O" plenafr natùre of the tiree day Workshop we decided to restrict the number

ãi"-ontriUotiöns. Túe review of the abstracts was shãred by the International-Scientific
Co*rnitæ" and the Organizing Committee. The final dqc_iiion Bk"{t by the Organizing
Committee in Lund resúæd in-the acceptance of around 70 contributions (oral and poster

òràsent"tionsl- Úe would like to thank ill of the contributors, and we regret that we were

ãóiãUtà to make room for everyone who had intended submitting a paper to the

Workshop.

The Proceedings of the ESCA rüorkshop-on.Prosody comprise the. present volume of
tfte Wó*ing Þapeis from the Departinent õf_Linguistiðs and Phonetics at Lund, which
ovLrthe yeírs häve included a fair number of papgfs ongosgqy.þy a variety of authors.

The mosí influential of these authors has been Professor Eva Gårding, who is the keynote
sneaker of the Workshon. The structure of this volume closely mirrors the structure of the

füóitrttóp- The Workshop has been organized into five oial sessions devoted to the

iolãõ-inÄ'topics: Promiåence, Groupíng, Discourse, Perception of prosody,.and
ÞioOo"tiõn, råodels and synthesis of piosody. Each of these sessions is opened with a

irtãl¿iqi"i by an invitéd speaker. În addilion, three plenary poster sessions contâin
pupets c'ou'e.ine a variety of iubtopics within prosody. Þarticipants from more than l5
Ë;';p;; 

"ounñies, 
as *"ll as froni Canada, Jaþan and the USÃ, dealing with more than

20 diîferent languages, contribute to the present volume.

We would like to thank the members of the International Scientific Commitæe: Mary
Beciman, Dafydd Gibbon, Björn Granström, Nina Grønnum, Carlos Gussenhoven,

l"li;Hirúhber'g, Daniel Hírst, Robert Ladd, Jacques Jqrken, and Jacqueline Vaissière

iðit¡"ii tt"tp in"ieviewing thc submitted abstracß and for other advice conceming the

Vùorkshop. twe would alsõ tike to acknowledge the generous support from the fgllorving
ore;irations: COST 233, The European Speech Communication Association, The Einar

Hinsen Research Foundaiion, Lund Univeisity Faculty of the Humanities and Theology,

the Ed"úth Rausing Memori¿l Foundatio-n, The Wenner-Gren Center Foundation.

S*"4"t;ñ-t* "* 
dueío the following persons connecæd,to the Organizgg Committee in

L'und, Doncan Markham, Mechtild Tronnier, Lena Hörnlund and Yasuko Nagano

Madsen, for their assistance in preparing the Proceedings'

ESCA WorkshoP on ProsodY 1993

The Organizing Committee
Lund, August 1993

Gösta Bruce, David House, Paul Touati and Britt Nordbeck
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Notes on the Phonology of Prominence
D. Roben Ladd
Department of Linguistics
University of Edinburgh, Scotland

An expliciþ phanological approach to prosody, of the sort provided by autoseg-
mentøl and metrical theory, is necessary for underitanding thè relationsliíps amoãg
differ-ent prosodic phenomena. Prominence ís not a simpte phonetic pioperty ã¡
syllables but -a co-mplex phenomenon refl,ecting the metricil structure of a phraie or
utterance, the location of (íntonational) pitch accenß, and thè itrcrance's
p aralí nguistíc asp e cts.

ABSTRACT

INTRODUCTION
It is difficult to.give a coherent brief overview of the topic ,'prominence", 

because
the topic itself is not one but.several. A quick glance ai the^six workshop papers
grouped together under this rubric shows ùat wè are dealing with a many-tiefued
beast: o¡e (Cruttenden) is about the pragmatics of sentence-iness, one (Gronnum)
deals with the relation between stressãnd rhythm, one (Grabe et al.) studies the use

9f cenain^English-specific pro,sodic cues in human sentence-processing, and one
(Hermes &. Rump) explores,,the contribution of pitch range to perceiued prom-
inence. Only two - Campbell's and Fant & K¡uckenbers'i- ¿e¿ wirh somåthinp
that is clearly the same tòpic, namely the role of à ua.ie"tv of ;;;.iñ'cu;;,ä;;:
cially drration cues, in signalling bóth prominence and ¡ihrase boundaries.'Given
this variety, it is pointless t9 try to discuss each of the six papers and relate them to
a single core.of theoretical issues and ideas. Instead I woulã iike use them as points
of reference in an, argument for approaching the study of prominence - and iñdeed,
prosody in general - in explicitly phonologiCal terms. 

-

Specifically, I wish to argue that the theoretical framework provided by au-
tosegmental and merrical phonology (Liberman & prince 1977, pieriehumben i9g0,
and much work since then; for a review relevant to intonation see Ladd 1992) is
essential .to reconciling rhe diversiry of merhodologies il¿ póì;;;iri"*;f iË;;-
pers.in this section. I hasten to add that I am more or lêss agnostic about mány
specific issues within autosegmental and metrical phonology, anã those are not mï
topic here. My point in invoking the general autosegmentãilmetrical approach is tô
suggest that .i.t provides an appropriate way of thinking about rhe 

-ràtationships

among prosodic phenomena, and between prosodic form aãd function.
. By -tl¡s I mean two things. First, obiervable acoustic properties like F0, dura-

tion,.and intensity are 
-not 

direct correlates of functional câtegbries like focus, nor
the direct re¿lisation of morphosyntactic structures. They arðrather the co¡relates
of phonological categories and phonological structures, ánd as such may only in-
directly reflect focus,, phrase boundaries, and so on. I shall return to 

-this 
ilointbelow. Second and more -specifically, what I find important about'the

autose.gmentavmerical point of view is the idea that stress, ddration, rhythm, and
prosodic grguping form one coherent cluster of phenomena, and intonaúon forms
another. This is what is im_plied-by a represenùtion of the son in Fig. l. The
prominence relationships and surface constituency - stress and phrasing] in other
words - are represented in 

-the 
metrical tree, and tñe intonation is'represeîted in the

tonal string.-At the risk of being accused of Procrustean misrepresêntation, I think
that.many of the observations. in Gronnum's,paper are based on just such ín impli
cit distinction between duration, stress, and-fóot structure on ihe one hand, änd
pitch features and rules for their alignment with prominent syllables on the othér.
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Fis. 1. An autosesmentallmetical representation of the phrasing and-promínence

iii'*ure (^rtr¡roivee¡ anl into^tíon contour (ønal s,ing) of a simple utterance'

I susoect that manv participants in the symposium will be rather skeptical

utoui ruõñ-ptronotogi.uí rèpreseintations. Me$cal. trees and autosegmental tone

strinss afe nêither hard acouitic data nor clear functional correlates of acousuc data.

ú;;;*t, ittãl i.". robj""t to lots of changing fashions, and the empirig{ c9n-

#ñir ; tit"".tt*gãJ"f"t"shion are often obicuie to-people whose methodological

biases a¡e experime-ntal rather than theoretical and whose.ptitSty fonceT,l.t: lll:
oroducing thé undcrstanding that will lead to better speech technology. Wlth tnls

ã"ä-"i.""in ãi;d;iñ; iet "me proceed to some concrete illustrations of my general

theme.

PHONOLOGY AND PHONETICS
Èi.õ';";id*ihe question of cues to prominence. Fry's classic experiments of the

ìs;d'. (".". frv t9'5Ð eave rise ro a'received view that the acoustic correlates of
;ñ; ." Fb;ãítuiion, in¿ intensity - generally in that order, but not always, to the

i""n-iianA"É confusion and frusträtioñ of mány phoneticians. As long. as. stress

;;iädì; ù" i fuirtv uncomplicated phonetic-category applying to. individual

;;ii'.ülõ-th;"li mø" íens" to Èy to finã measurable-acóustic nr.ope.rtigs of syll-

"¡iätläti"r"tè-¿itè"Oy 
to that cátegory. Unfortunately, the. received view based

on Frv is about the beit we can do if we approach the question that waJ. tsy ac-

ceotine that we are dealing with a complex phonological structure', rather Ünn. a

,"äËiïrf.r*u'å-pfto".tið f.ip"tty of syliables', we bfun to unravel some of the

remaining confusion.--.-_Souiiñnty, 
once we accept the autosegmertavmetrical notion that intonation

ir mr-"irtiuiiy rãljarate from ptotitin"nce and.ihyttrmic structr¡rç, we se€ that.the rea-

rä" fä-ir .í¡ãüity unretiaUie as an "acoustic ôorrelate of stress" is that it is in the

ä|,¡ïñ"* * a"spect of intonation. Pitch accents are intonational features; they

;;'*|ñ;ã t" prórúñ; Jyllables, but prominent syllables need not have a pitch

u.."trt. Wl"n a iitch accent"is present, if is-an.unmiítakable signal ofgominence,
¡ri -o-iné".è is quite detectaËle without the help of pitch accents. Once we see

bevónd the statisticãlly overwhelming effects of pitch accent on stress Jgdgments'
*iä"fiJË-tñ"i"iutiór -¿ intensit! are considêrably more imponant than Fry's
work made it appear. This has been a consistent finding of more recent work, rn-

cludins the papéñ by Campbell and by Fant & Kruckenberg:
CãmoUètl''s paóer illústrates a different sense in which it is uset¡l to get

¡"uoÀ¿ äi.pr" i,r,ãn"tic ta*onomy of prosodic phenomena' Campbell shows that
üi."'i,"*iúié't" .ii.tinguirtt increaíed di¡ration dûe to prominence from the added

äìiätãïî"ãrð-piã-Uôiñ¿iry lengthening. It has alreaãy.been shown^@dwards &
Beckman 1988) ìhat this disrinction is observable in the kinemancs ot spee-ch pro-

d||tä;ñ õá*pU"ti shows that the acoustic conelates are distinct as well. The

ü'ä'bróbúi nnOing* is not to state the acoustic data simply as raw durations
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of segments or. syllables. It would admittedly be strerching rhings to claim that
Campbell's notion of "durarion contour" is inspired by mérical-phonology, but
metrical phonology is at least consistent with campbell'ð leading idèa that d-riration
has a complex structure, and that by discovering that structure ùe ma-ke it possible
to identify prominence acoustically without referénce to F0.

PHONOLOGY AND FTJNCTION
A more 

-g.eneral consequence of a phonological approach to prosody is that it makes
us less likely to look for direct links befween phonetic fo:rm anã communicative
f.unction. ..Ever.ybo{y knows that prosodic features have a bewildering variety of
"functions". - signalling focus, emp-hasis, phrasing distinctions, lexicaläistinctibns,
speaker attitude, and many more. To my-mind, this variety of functions is bewild-
ering_only if we-as_sume that the link between sound and méaning is direct.

By way of illustration, consider the "delimitative" cues io dividine up rhe
sggatT of speech into chunks_corresponding to words and phrases. There äe many
delimitative cues in segmental phonõlogy, -but 

these are esientially accidental. For
example, in American English one can clearly distinguish the utterances can't race
and can trace by the allophonic va¡iation in ihe threé segments lnl, l¡/, and lr/, but
it is not. very revealing to say rhat the ''function" of segrãental allophonic variátion
is delimitative. segmental allophony exists (for whateveî reason), arid it may be ex-
ploited by listeners when it happens to provide "delimi¡ative', information. "

. In thg same way, I believe that if we find prosodic features playing a delimita-
rive or.othe¡wise.disambiguating role in sentenôe processing, we^shôuÈ arways as-
sume that this role is a useful accident, and onlylater consider the possibiütí that
delimitation is the central funcion of a given prbsodic feamre. Thid is relevá¡t to
t!9¡laper by Grabe et al._I.find it un¡emarkable rhat listeners can distinguish the un-
shifted sress pattem of chinese teacher 'teacher of chinese' from thã shifted oat-
æm of Chinese teacher'teacher who is,Chinese', even when they have heard dnly
the first syllable, or that listeners should make syntactic use of that information as
soon as thpf Sgt it.- These findings tell us aboút human sentence processing, not
atout the function of prominence. That is, Grabe et al.'s results tell üs how qüickly
listeners can make use of information from a variety of sources, not that the'"funi-
tiql" of sress shift is syntactic disambiguation. Like segmental allophony, suess
shift exists - ap.pgenlly for reaso_ns of mântaining as regõlar an alteniating'speech
rhythm as--possible. In the specific case of chine-se teacñer, sress shift tralpéns to
have an.effect-that we can put to use in syntacric processing, just like the ailöphony
of lnl, ltl, and /r/. As fa¡ as I am awaie, Grabê et at. iñierpret their findirigs iir
more or less the way suggested here, but I have discussed thìs examole at lãnsth
because _it is precisely the sort of finding that might be taken as evidence for íhe
essentially delimitative func_non of_prominence, or-for a "functional" explanation of
stress shift. I do not think that such interpretations a¡e worth pursuing. '

. .If t\e linguistic funcrion o! promine-nce is not delimitatiie, whai is it? In my
opinion the phenomena dealt witti in cruttenden's paper are closer to the essence oî
what prominence is for. Prominence is like a þämmatical category, similar to
number or case. As with number or case, there are broad siñilfüties across
languages in the-wly prominence. is-distributed, but also language-specifi" pragnrai-
ic, syntactic, and phonological principres. crunenden's papeî dilscuises a ioui'le of
specific points on which languages differ. I find this wôrÉ very useful as a c'o.'ec-
tive to the idea that, as a un-iveisal of intonation systems, pitcli orominences so on
fçuq.d. or otherwise emphasised words. Focus mãy heþ to gouèm the distritution
of^pitch accenrs, but focus can apply to whole conitituãnts, and accents. bv
definition, musr be associated with iñdividual words. rùy'e musi t¡ererore ásïumê
that phonological and other rules come jnto ptay here in building the prominence
structure of an utterance on the basis of the lntênded focus (cf. õ.g. Girssenhoven
1983, von stechow & uhmann.l986). The simple idea of a ài¡ect"corrJipõn¿ãnðe
between pitch accent and some intuitive notion oi "focus" on individual *ði¿r ãõ,
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exnlain a substantial Dercentage of cases, but it ignores the language-specific
differences, and gets in'the way of understanding the remaining percentage of cases

that don't fit the simple pattern.

PHONOLOGY AND PARALINCUISTICS
So far I have suggested that a phonological perspective on prominence will keep us

ló- f*nng for"ioo direct a liirk betwõen si-rnplè_phonetic þropenies and commu¡i-
cative funcdons. In the remainder of the paper I wish to explore a.third puzzlng
a¡éa of prosody where I believe we can rñake progress by considering the phono-

losical iinplicaiions of experimental findings, This is the problem of "gradience".- 
Prosody appears to äiffer from the relt of phonology in rhe way it treats con-

tinuous ãcciustîi dimensions such as pitch range and-duration. Instead of such

;õ"-rd" continua being divided up into-discrete ðategories, as is usual in phonologi-

õJ õrganisation, ar lðasr in some cases gradual lcoustic -changes can.result in
steadil! perceptible non-categorical shadcs-of qreaning. This.is clearly the way, a

tot of þaiatingìistic signalling wo+s - the broader the smile, the happier the smiler
--uur ít iJ nõt uery cõmmoñin language proper, exce.pt in prosody.. P.erhaps the

.noii "o*on 
exaríple is one directfi relevãnt1o promiñence, and well-documented

in t¡" pup".r by Farit & Ikuckenberi and by Hermes 4. Bu.mp: the gradual increase

in ãqittärls oi contrastiveness assõiated ivith -a gradual increase.in overall. pitch
i"nn" ãt with eradual increases in intensity or durãtion. Such gradient prominence

is ätõ*ø fõr euen in rigorously fhonological descriptions., Within .the
ãutoicg-enray*ctrical approucñ to prósuiy, þo$ the degr-ee.of.emphasis of indivi-
ãu¿-uõ""nß within phra3és and the-overali pitch range of individual phrases within
utterances are normally said to be freely variable.- i ttuue argued elóewhere (Ladd fórthcoming)- that the qo.nc-ept of.free gradient

variabilitv of õrominence poseò serious theoredðal and empirical problems' Here I
*irtt to Éo belond my eariier arguments and proposo that much of what is taken as

.uid"n.""fot jradient prominencð of individual w-ords actually reflects paralinguistic

differences oí overall'prominence, emphasis, inte,rest, etc., which affect the pergep-

ñnoi th" most promihent word. Thai is, when listeners are presented with a short

i"rt ottet*.e under experimental conditions and asked !o jÌdgg the degree of prom-

ñn"; 
"f 

the accented' word, what thev are really doing is judging the degree of
emohasis of the utterance as a whole ãnd applying thatJudgement to the accented

*õi¿. fnió is exactly analogous to somettriñg lhai Fant & Kruckenberg^report {or
*õiã-prã-in"nce and sylhble prominence: they found thatjudgements of a word's
deg¡iJ of prominence óonelatê highly with jrid-gements of the prominence of the

*oiã:i srre'ssø syllable. I thereforõ ciaim thãt fõr the most part prominence really
is a largely cut"góri"ul, phonological matter: thi! is,what is implied by the presence

ðì aUs"icé of pich accént in thé tonal string. Gradient.promiñence on an accented

;".d i; ii-pf' gta¿ient overall prominence-or e,mphasil, which the sp.eaker, undcr

"*p"¡-"oiui 
éoñditions, interpreis as affecting the-accented word. I disagree_ with

iftä notion thar rhe prominenôe of every indÑidual accent. can vary freely;. I take

äuite iiter¡fy the 'categorical narure'of relative prominence implied by the

autosegmental/metrical representation.
O? course, in some'cases individual words really. do have extra emphasis.or

"."-inln* *iihin a siven utterance, like the word do'in a colourful reading of this

ilü;, l" this casã the presence of extra emphasis is signalled.categorically ty
the presence of extra intensity, extreme pitch range, and so on. 'lhrs clarm rs also

suo¡joned bv Fant & Kruckenberg: they found tliat intensity comes into p-lay 
-as. 

a

coirielate of perceived degree of prominence only for_"emphatic" accents. lmpllctt-
lv- that is. tñev draw a cãtegorical rather than a gradient distinction between those

;ö;i; õ. ;Écñ intensity ii relevant and those for which it is not. I believe this

ir;;;"rr I think the¡e iia fairly discrete boundary between a neutral_reading like
nr;i Ùüo¡rion (interpreted as pioviding new informatioq qbor¡t.$e subjec,0, and a

pãuüneoirìiculty mari<ø emphãric reaðing He's UKRNNIAI{ (interpreted as em-
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phasising the- adjective, e.g. to contrast with enoneously presupposed Rwsian).
More generally,, I think that many paralinguistic dimensioni - certaiñty including lo-
c4 emphasÞ - have a. "neutral" range, and it is only beyond this neútral rangJthat
classic gradience sets in.

f 4tr general interpretation of gradient prominence is to hold up, we need to
diqtinguish.p_aralinguistic,effects on an utterance as a whole from-paralinguistic
effects on individual words - and to distinguish both from phonological distiñctions
of relativ-e prominence. I believe this can be done. To b-egin with, we have the
¡esults of several studies on pitch range in at least three diffèrent languages (Liber-
man & Pierrehumben 1984 on English, Bruce 1982 on Swedish, piãnehumbert &
Beckman 1988 on Japanese, and others). These studies all find that the relative
pitch range of individual accents in a phrase and of individual phrases in an utter-
ance remains virtually constant when the overall pitch range of the utterance is ex-
perimenally varied for paralinguistic reasons (e.g. by geniñg subjects to "speak up"
or to talk as_if they were "more involved"). That is,-gradiènt variability lenerally
seems to affect the pitch range of utterances or largðr chunks of discbùrse as ä
whole without affecting the pitch range relations withìn the utterance. This is very
difûcult to explain if the pitch range of each accent and each phrase is freely anä
independently variable, but makes sense if the relative prominenèe of accents within
an.utterance is tightly consrained by the phonology and not conrolled paralinguisti-
cally.
_ More concretely, Ladd, Verhoeven and Jacobs (forthcoming; henceforth LVJ)
have provided expei'imental evidence that accentual'prominencð'is perceived in a
way. con-sistent with the proposal just made. Their study replicates dnd extends an
earlier discovery by Gussenhoven & Rieweld (1988).- Gússenhoven & Rieweld
found that, in an utterance with two accent peaks (e.g. a sentence like Her nother,s
a lpw¿er), a.decrease^i! pitch range on the ñrst acceñt causes a decrease in the per-
ceived promìnence of the second accent. If the degree of emphasis on accents were
independently variable, one would expect the oppoiite effect I i.e. one would expect
a decrease on one accent to enhancè the prominence of the other. LVJ ex¡ilain
Gussenhoven & Rieweld's findjng þy suggèsting that, for moderare peak heþhts,
gradient variability applies to the pitch røinge of the utterance as a whate, nõt ø
each acce,nt individually. .This means that lowering one accent lowers the perceived
d.egree of overall-emphasis of the utterance, and hence the degree of emilhasis on
all the accents of the utterance. This is again the utterance lðvel analogire of the
word,/syllable effect found by Fant & Kruclienberg.
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However, LVJ also found that Gussenhoven & Rieweld's effect is reversed

land the more expected effect obtained) when the second accent peak is relatiuely-

à,'s1,. Thit ir shoivn in Fig. 2. LVJ sulgest that this reversal reflects a gqtqgorical
,üüåt""iã bitween "normä" or "neutrãlÌ' accent peak height - with which pitch

.anÈã iiLnatuated globally - and "emphatic" peahheight_--which overrides global

nitci ranee and treãts evéry accent iñ its own right. If LVJ are correct, g¡adient

i*iã¡itiw- 
"oolies 

accent-bi-accent only beyond-the threshold of the emphatic.
fftir,-ur'notãä earlier, is {uite consistént Ìiith Fant & Kruckenberg's implicitly
cateeorical distinction betweèn emphatic and non-emphatic accents'-- -'obvíòuslv, 

the mosr rigorous-resr of the idea thãt there is a categorical $stinc-
tion between'neutral and ãmphatic accents will come f¡om something a]5in t9 a

óãt 
"ó¡.4 

Derception expeúrirent. A promising pilot study along these lines has

iu.stüen dóne uirder my-supervision bi Rachel Morton, as the basis of her under-

i'*¿"ãt" honou.r disseitadón in Edinburgh. Under certain conditions Monon's
íãrof6 i"". to show a stepwise increase in perceived prominence as ovcrall pitch
range increases, suggesting a categorical shift from neutral to emphatic. Itut tuÍner
*orï needs to be do-ne before this result can be regårded as established.
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The De-Accenting and Re-Accenting of Repeated
Lexical ltems

Alan Cruttenden
Department of Linguistics
University of Manchester
Manchester M13 9PL

ABSTRACT
The phenomenon of the de-accentíng of old or 'given' information has oflen been taken
for granted as an intonational universal, despire hints to the contrary in Íhe líterature. An
afQmpt ís ntade to construct a test of such de-accenting and apply it to eight languages. It
is found that de-accentíng c¿nd re-accenting vary accordíng to díscourse-structure and to
ktnguage.

INTRODUCTION
It is regularly assumed that old or repeated information is not accented in discourse. one
of the most quoted statements to this effect is in Halliday (1967:23):'Marked tonicity
occurs, in general, under either (or both) of two conditions. Either some element other
than the onejust specified [= the last lexical item in the tone-group] is "contrastive"; or
the elementjust specified (and possibly others before it) is "given"-has been mentioned
before or is present in the situation.' The archetypal case of "given-ness" involves a
repeated lexical item, e.g. The stadium where Manchester United play is in the EAST of
Manchester In this example Manchester, as a repeated item, is de-accented and the
accent is thrown back onto the word, east.

. Such de-accenting is certainly the norm for the type of English which Halliday was
describing (roughly RP) and for most other dialecrs of English. And it is easy to think of
de_-accenting as some sort of cognitive universal: we do not wish to re-accènt repeated
information because, in chafe's (1974) terms, it is already in the consciousness ofthe
speaker.. Yet obligatory de-accenting of this sort (for it is obligatory in English) mây not
be as uni_versal as first thought. There have been hints in the literature to thiJeffect, eg.

(a) Crystal Qns:44) on Brazilian Portuguese: 'This tendency [to keep the tonic
syllable on the last item in the tone-unitl applies even when one has iepeated i-tems in co-
ordinate constructions', e. g.

Esti livro custa cinco dolares e esti aqui tres DOlares.
(b) Ladd (1990) gives examples from Roumanian, e.g.

[...o sä vedem] ce ave$ S "" nu AVEII
suBJ we.see what you.have and what not yOU.HAVE

(c) Vanderslice & Pierson (1967) give examples from Hawaian English, e.g.

^__ fony t'ree per cent is gavment owned, and fifty seven per cent iJprivately
OWNed.

-. In ToI" phonetically- rather than informationally-oriented research Gårding (19{ll)
elicited Greek, Swedish and French versions of the sentence Madame lúarianne
Mallarmé has a mandalin from Madrid in a context which called for a focus on
Mallarmé. she reported that 'In Greek and French the pitch contour is flattened after
focus. For Swedish, on the other hand, the situation is different. Here the accents still
have their pitch configurations after focus'. The reason for this was suggested to lie in the
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lexical status of the accents in Swedish. The hints in the literature above suggest that it
might not be only in languages with lexical accents thât post-focal accents are unflattened.

With such comments in mind I constructed an intonational test of 13 setting-response

pairs where the response involved a leical item repeated from the setting. The pairs have
-been 

loosely translated into 8 languages, and pairs of native speakers of the langrrages

(varying in number from I to 14) have read and recorded the setting-responses. I have

analyseã a[ the responses auditorily and a selected sample instrumentally. The languages

and iumber of speák".s are as follows: French 15, Italian 12, Tunisian Arabic 4, Russian

2, Greek 1, Macedonian l, Swedish l, Spanish I' I have further, as yet unanalyzed, data

on Albanian 4, German 1, and Lithuanian l. It is of course obvious that this is in the

nature of a prototype study of intonational typology and no statistical validity can yet be

claimed foithe resutts. I present here a sample of the responses in a numb€f of languages

and then some of the general conclusions.

SETTING-RESPONSE 1

The English version of the first example is as follows:
A: If you don't hurry up, you'll be late'
B: I don't care if we are late.

In this example lnte , afepe ted item, and we, with identical, though shifte4_reference to

you, aÍe treated as old information in English and are hence de-accented. There are two
âlternatives for the placement of the accent, depending on the reduction or non-reduction

of we're o1 we are'. With reduction the accent will be on care hence I don't CARE if
we're late; without reduction the accent may be on are,hetce I don't care ifwe ARE

late.The latter âccentuâtion emphasizes the positive polarity of the outcome. when we

look at other languages, we find that most languages behave similarly to English. Indeed

almost all my vãrying numbers of informants de-accented. In French where I had 14

informants fór the-seitence Je m'enfche d'être en retard, I I put the last accent on/cåe
and only 3 re-accented retard.lî spanish I had only one informant who, in the sentence

No me ímporta si llegamos farde, re-accented tarde. However two further facts make the

Spanish informant impoftant. One is that my Spqis_h informant re-accented in every

.oponr" pair that I tesied. The second is that a Ph.D. thesis (ortiz-Lira, 1993) is about to

be presented in Manchester which finds re-accenting as the norm for other Spanish

infórmants who read this sentence. One speaker of Russian and Tunisian Arabic re-

accented but no significance can be attached to this. The overall conclusion for this

setting-response pair is that it produces de-accenting in all the languages tested with the

almost certain exception of Spanish'

SETTING-RESPONSE 2
The next example is as follows:

A: I make the answer sixteen point one.
B: Well, I make it twenty-six point one.

This example is different from the preceding one in that it might be said to involve a 
.

positive accentuation for contrast ai well as the de-accenting ofold,information' In this

àxample the point one is de-accented in English and the accent in the response is on sx.
In French thé sentence Eh hien ra réponse est vín81 six virSule un prod]uced de-accenting

with the accent on s¡h from 12 of the 15 informants and re-accenting with the accent on

un from3 informants. The Italian sentence A me invece ventíseí virSola urn ptodtced

de-accenting on ventisei from 8 informants and re-accenting with the accent on an¿ 
- .

from 4 infoñnants. Otherwise there was one case of re-accenting in the Tunisian Arabic
data and the single Macedonian and spanish speakers both re-accented. As said in the

previous discusJion the Spanish data is the only one of these last three to which

t7
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importance should be attached. Overall this setting-respons€ again generally produces de-
acceûting. But the cases of re-accenting have grown because, while the situation in French
and Spanish remains the same as in setting-response l, tlere is now a substantial
minority in Italian using re-accenting.

SETTING.RESPONSE 3
The next example concems the reading of football results (for a detailed exposition of this
topic in English see Cruttenden, 1974).The setting-response is as follows:

A: What was the score?
B: Liverpool I (one), Manchester United I (one).

This example is clearly different from the preceding ones: the old information is now
completely within the response. In English the repetition of the word one produces de-
accenting and hence the last accent is thrown back onto the preceding word (Jnited.Now
it might be objected that this is a very specialised type of intonational context but in fact it
is not. The same sort of cor¡elated construction produces sentences like John has two
and MARY has wo. and many similar. What happens in other languages? Firstly it has to
be said that the test does not work (as I found out too late) in all languages,6ecause a
diffferent way ofreading results on radio and television is often usedcorresponding to
Liverpool-Manchester United 1-.1. This applied in Greek, Macedonian and Russian
where the informants said that they could not possibly read results in my way. So these
languages do not enter the present comparison. (Incidentally my lone Swedish informant
sent me the data and fro some reason chose to alter the scores to 3-2 so that data was not
relevant either!) For those ¡emaining laaguages where the test was legitimate, the findings
were quite unambiguous: only one informant (Italian) out of the whole total used dè-
accenting. What this means is that de-accenting appears to be impossible with this
setting-response for French, Italian, Spanish, and Tunisian Arabic, e.g. the Tunisian
Arabic production was always:

l-?atñqì waþ u{-tarm WAHD
Afriqi one Taraji one

and in Italian: Iwer uno Roma UNO

SETTING-RESPONSE 4
The last type of setting-response to be discussed here involves pairs like:

A: That rcply is correct.
B: You mean that reply is inconect.

and
A: I think the locals are very friendly.
B: I think they are very unfriendly

I call this type of de-accenting (where it applies) morphological de-accenting. In English
in such cases obligatory de-accenting takes place, e.g, I think they are very UNfriendy.
Greek, Macedonian, and Swedish follow the English pattern (but there was only one
informant in each of these languages) where all the other languages favour re-accenting
(ltalian 9-3, French l2-3, Tunisian Arabic 40, Russian 2-0 plus the solitary but
presumed highly significant Spanish speaker). So, for example the French informants
preferred Moi, je les trouve Úès impolJS, the ltalians preferred A me ínvece sembrano
molto disslmili, and the RussiânsprefenedAmnz kaïÊtsja,-cto oni nepriVgTlivy.

CONCLUSIONS
To sum up, there appear to be at least two dimensions of variation operating: ( l) There is
a scale of structural likelihood of de-accenting: firstly, where it arises only from old,
repeated, information, as in the fint setting-response pair discussed, de-accenting appears
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to be universal in so far as the sample of languages here is concemed. Secondly and
paradoxically, where the presence of a repeated item is bolstered by the presence of a

õontrast earlier iû the sentence âs in the second setting-response discussed, the likelihood
of de-accenting apperirs to be somewhat less (although of course one sentence is not
enough from which to draw any strong conclusions and in any case the difference from
the first example is largely in the Itâlian data). Thirdly, and continuing the paradox, in the

third setting-response, where a repeated item and a contrast are again involved, but where

the repetition and the contrast are within one speaker, there is almost no posssibility of
de-accenting in a number of languages. Iåstly the special type of morphological contrast

tested in the fourth setting-respons€ also strongly disfavours de-accenting' A general

conclusion from the four examples is that while the presence of old repeated information
may encourage de-accenting, the presence of contrast may actually inhibit de-accenting in
some languages.

(2) Some languages clearly favour de-accenting or re-accenting more than others. It
will by now be obvious that re-accenting is much more common in the Romance
languages, Spanish, Italian, and French, than in the other languages tested' But it is by no
meãnsã clear-cut difference: while de-accenting is obligatory in English (and perhaps

some other non-Romance languages) both de-accenting and re-accenting are sometimes

options in the Romance languages and there may be variation both between speakers, and

indeed even within one speaker on grounds not yet known and of course not tested here'

Finally. to return to the quotation from Gårding (1981) quoted at the or¡tset of this
article, even the re-accenting of repeated material may involve an accent which is never
particularly prominent and indeed never as prominent as an earlier accent. So we may
have a sort of semi-flattening which approaches that of the accenting of post-focal lexical
material in Swedish. First inspections of pitch traces of a sample of relevant data from
Spanish do indeed suggest that falling pitch patterns on re-accented syllables always
consist of a relatively narrow fall.
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Rhythm in regional variants of Standard Danish

Nina Grønnum
Institute of General and Applied Linguistics
University of Copenhagen
80 Njalsgade, DK-2300 Copenhagen, Denmark

ABSTR,ACT
The acoustic analysis is an attempt to establish the duraiorul correlates of dffirerces
in perceived rþthm in síx regíonal variants of Standard Danish. Durational relations
between vowels and cowonaws in disyllabic sequences vary considerably across tlæ six
regions, but th¿ conelaion wíth dilferences in perceìved rhytltn ß neaþ nil. Fo
patten$ seen to be the main dcterminaws of perceived rþthm.

II{TR.ODUCTION
Space limitations make this a very sketchy and rather glossed-over presentation of the
results. A complete account is forthcoming,

The analysis is based on a material reco¡ded for intonation investigation purposes
(Grønnum 1991, 1992), and is motivated by my clear auditory impression from the
recordings that the six regions concemed differ with respect to the inærnal rhythmical
organization of the stress group (or the foot, i.e. the succession of a stressed and all
succeeding unstressed syllables). They are: Copenhagen, Næstved (South Zealand),
Aalborg (North Jutland), Temder (West South lutland), Sønderborg (East South Jutland)
and Bornholm (an island south ofSweden).

Note that I am not studying the effect of systematicalþ varying parameters that may
influence the perception ofrhythm (duration, intensity, pitch, phonological structure).
I am rationalizing after the fact: looking for acoustic differences in recordings that
appear audiûorily to be different rhythmically at the level of the prosodic stress group.

TIMING
Insofar as the stress-timed versus syllable-timed dichotomy is operative at all @auer
1983, Eriksson 1991, Miller 1984), all of the varieties under investigation here are
stress-timed, and the rhythmic groups all fall under the heading falling or trochaic/
dæryúìc, i,e. their durational, pitch and other characteristics are such that the accent
unmistakably falls on the first syllable in the sequence.

The search for durational pa¡ameters that would differentiate the speøh samples
from the six regions was successful only for the 'V(:)/C(C) and 'V(:)/.V ratios in 16
stress groups of rather varying segmental and syllabic structure. The material in the
analysis presented here consists of 5 immediately comparable 'üN.ú sequences (V =
low front or mid, ¡ : ¡m/nl), ext¡acted from non-final position in three short utter-
ances, recorded six times by two spea.kers from e¿ch region. Initial consonants in the
stressed syllable are excluded from calculation, because vowel onset seems to determine
the onset of the unit within which temporal compensations may take place (Fant and
Kruckenberg 1989, Fischer-Jørgensen 1982, Strangert 1985), and stressed vowel onset
also constitutes the boundary between successive Fo patterns (Ihorsen 1984).

The results are presented in Fig. I, which represents an average over items and



ESCA Workshop on Prosody 1993

speakers. The correlation between the two panmeters is high (r=0.96, p<0.ü)1).
Næstved (N) appears with the relatively longest and Sønderborg (S) with the relatively
shortest süessed vowels, re.spectively. Aalborg (A), Bomholm @) and Copenhagen (C)

rather cluster in the middleof the continuum, and Tønder (f) is located somewhat more

towards the lower end.

ÀIJDTTORY EVALUATION
Four colleagues in the department were supplied with tapes which contained 2x9 diffet-
ent complete utterances by each of two speakers from each region. (On the assumption

that perceived rhythmical differences between different regions will cut across any type

ofstress group in any position, And, further, that meâsurable differences in any type

of directly comparable structure, thus also 'VN.V, will be representative of differences

under other segmental conditions.) They were asked to evaluate the foot internal

rhythm ofeach region in t€rms of ll pairs ofantonymous adjectives. They found the

task extremely difficult (and two adjective pairs meaningless), and the averages (over

4 listeners and 4 groups of adjectives) as presented in Fig. 2 must be taken cum grano

salis. Certain aspects nevertheless stand out: nowhere do Næstved and Sønderborg

constitute the extremes, as one would have expected from Fig. 1, on the contrary; and

regions that cluster in Fig. 1 do not invariably do so in Fig. 2. Note speciñcally

Tønder and Copenhagen. I would have expected, ceteris paribus, that the longer the

'beat' (the shessed vowel), the higher the score on 'regular' etc., and the lower the

score on the remaining three groups of adjectives. But, of course, everything is nor

equal and listeners are apparently not reacting to durational relations per se to any

(great) extent. (However, they were ¿¿rasked tojudge duratiors, and I cannot really
know how they understood 'foot internal rhythm'; nor how, exactly, they interpreted

the adjectives.) The other obvious candidate then is Fo/pitch:

STRESS GROT]P PATTERNING IN TTIE SD( VARJETIES
Fig. 3. depicts stylized models of the very diffe¡ent Fo patterns of the six varia-nts.

Perceived rhythm may well be the result ofan interplay between segment duration

and its associated Fo movement, granted that Fo movement may make segments appear

different in duration, ceteris paribus (Iæhiste 1976, Hombert 1977, Sundberg 1973).

But perceived rhythm may not even be any direct correlate of'piûch-corrected' dura-

tions (even if we knew exactly how to quantify them in this kind of material), pitch may

play its own, more direct role, although how I cannot venture to speculate at present.

Q also suqpect that much less easily quantifiable idiosyncratic factors, like voice quality,

speech rate and over-all fluency, come into play.)
On the above assumptions, let me attempt a very tentative outline of an explanation

ofthe more pertinent facts as they appea.r in the figures. But note that no single aspect

can unambiguously account for the scores in Fig, 2. Durations and.the totalFopattem
are probably evaluated holistically, and thus there will be apparent contradictions in the

stat€ments to follow: Tønder is inegular, vivacious (and inciting) due both to its

shortish and rising 'V and to thevery largeand steep fall. Sønderborg willbecompar-
atively more regular but less vivacious due to its less extensive and steep fall (in spite

of its even shorær 'beat'), copenhagen may be regular and energetic due to the fact

that the two significant events, the Fo tuming points, are located comparatively early

in the sequence, but dull for its rather limited range and the modest slope of the fall.

2t
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Bomholm may be regular due ûo the frequency constant 'highs' and 'low' but heavy and

dull by virtue of its not very large rÍrnge, and particularly its pronouncedly falling-nsng
pâttern. Aalborg may be rather regular but heavy and dull for is slow movements, and

perhaps also because the fatl lands at the bottom of the range (but cf' Tønder!). Næst-

ved is perhaps monotonous and dull both for its long 'beat', the limited range and the

modest slopes but, curiousþ, not very regular.

F'INAL REMARKS
In and of itself this little experiment naturally does not tell us very much besides the

fact that perceived rhythm is not directly correlated to durational relations in the foot.
Nor does it pretend, of course, ûo exhaust questions.of timing in the six varieties'

Obviously, other structures besides the simple 'VN.V sequences would have to be

included. But the results raise a host of questions - with obvious implications for
speech synthesis - which can only be answered through a multitude of experiments with
synth4ic manþlation of duration and Fo. They would demonstrate the signifrcance

oì and the requirements for appropriate realizations of stress group patterns (in terms

of magnitude, slopes and timing of Fo events relative to the segmental structure) in

conjunction with the proper dur¿rtional relations, for any given variant.
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Resolving Category AmbiguitÍes - Evidence from Stress
shifr
Esther Grabe, Paul Wa¡ren & Francis Nolan
Departrnent of Linguistics
University of Cambridge, Cambridge CB3 9DA, Great Britain

ABSTRACT
This paper presents an experimental study of stress shíft ín category-ambiguo*r
material. Sequences such as Chínese Ían exhibit phonologícal evidence for two
structural analyses. If Chinese is an adjective, lgn, is stressed; the sequence ís a
syntactic phrase. IfChínese is a noun,fen is deaccented ond the sequence a compound.
Additionally, as Chinese is ¿ sfr¿ss shíft item, stess shíft may apply in the phrasøl
interpretation. Thus, category-ambigwus sequences with a potential for stess shift
m¡ght contaín earlier cues to syntactic category than sequences wíthout such a
poænrtaL Production døta show that stress shift panerns do índeed map onto syntactic
categories, but only if the second element in the sequence is not ríght-branchíng. A
comprehewion experiment suggests that stress shifi nay facilitate category a.ssígwnent.

1. INTRODUCTION AND BACKGROUND
Syntactic, semantic, morphological and phonological information supply evidence for
grammatical categories. So far, little research has been carried out to establish the
nature of the phonological correlates of grammatical class (Kelly 1992). In the
category-ambiguous potential stress shift sequence Chinese fan,Chinese may be either
an adjective or a noun, i.e. the sequence is [A+Nl or [N+Nl. This paper investigates
whether the incidence of stress shift (e.g. Giegerich 1985) varies with the different
structural analyses, and whether the (non-)occurrence of the process can cue the correct
structural interpretation in comprehension.

A category-ambiguous (CA) sequence such as [1] a Frenchfan may be interpreted
as (a) a fan from France or (b) a fan of the French language. Structurally, (a) is
commonly described as a syntactic phrase and (b) as a compound (Liberman & Prince
1977, Bauer 1983, Radford 1988). At first glance, the difference seems clear; however,
as Matthews (1974) points out, the distinction between compounds and phrases in
English is problematic. Relevant criteria may be d¡awn from various sou¡ceC and these
do not yield the same results. Radford (1988) conelates different syntactic categories
with different stress pattems. Items such as increase carry primary stress on the sècond
syllable when verbs and on the first syllable when nouns. Similarly, the two possible
interpretations of a French fan are said to co¡relate with two different süess þatterns
found in phrases and compounds. The phrase has greater prominence on the second
elgment, and the compound has greater prominence on the iirst. This corresponds to a
difference in the syntactic category of French: when this word is an adjective in a
phrase [2], thenfan has greater relative prominence; if French is a noun in a compound
[3], then it is more prominentthanfan.

121

./ N'/ ,^.DAP

N"

,/ ¡t.

¡ French f¿n
D

à

NPN
French fan

Selkirk (1984) suggests that the incidence of stress shift varies with respect to syntactic
category and attributes this to the prominence relations at the supra-wbrd levei: when
/an is-more prominent,- as in te phrase, then stress shift will apply to an immediately
preceding sÛess shift item. This is of interest to speech comþiehension. If stress is
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shifted reliably in the phrasal interpretation, then this Pigh¡ signal that an accented

word is likely to folloiv and a [A+Nl interpretation might be-cued -early. Thus, CA
sequences coirtaining stress shifritems ¡51 núgtrt contain an additional cue to syntactic
cafegory that non shifting CA sequences [4] do not have.

l4l French fans are popular.
15) Chhese fans are popular.

In t4l, the category ambiguity is likely to be resolved when listeners hear/aas..If the
infòräation in íSl is procðssed as it is heard, then the relative stress pattem of Chínese
mav resolve the ambizuiw earlier.

'Fitst, *e need toãetérmine how well the incidence of stess shift correlates with
differenôes in syntactic category, Liberman and Pri¡ce (1977).state that relative
orominence is défined on syntaciic constituents and define prominence relations on
èach pai¡ of sister nodes in a-syntactic structure. According to ihe nuclear stress rule (a)

and cõmpound stress rule (b) the following should apply:
(a) if a sêquence such as Cåines¿lans is a phrasal categoty'fans i,s strong;

i¡) if a sequen"e such as Chinesè fans is a compound,-thC second element is strong if it
b'ranches.

(b) means that sequences such as [6] French entance exams and!)^Chíne¡e entrance
dans will not bð distinguishedln their phrasal and compound f,o¡ms because_the
branching right element (éntønce exans) will be strong. p] will,exhibit stress shift in
both phrãsafand compound interpretations, unless-speákers produce stress clashes in
ordei to map rhythmic patteris of stress shift items onto syn-tactlc structure
systematicalli. Thä next sdction examines the reliability of stress shift as a marker of
syntactic category.

2.INCIDENCE
A production experiment has been ca¡ried out testing the incidence of stress shift in
noir-right-b'ranching and right-branching CA, sequences. We predict (i)-that in non-
right-bianching sequences sþeakers produce phrasal stress,patterns in [A+Nl sequences
añd compounä strãss patterns in [Ñ+N] sequences; and that str-ess shift applies in
ph¡ases, but not in conipounds. Furthermore (ii) we expect plrasal stress panems and
iress shift in both [A+N] and [N+N] right-branching sequences.

Twelve nativeìpeakers oi Southern British English rcad Vl sentences with the
following category-ambiguous sequences:

a non-right-branching CA sequences with a non-stress shifting CSÐ first element, e.g'
Frenchfans
a non-right-branching CA sequenco with a stress shifting (+SI) first element, e.g.

Chinesefans
a right-branching sequences with a -SI CA first element, e.g. French entance exam

a right-branching sequences with a +SI CA flust element, e'g' Chínese entrance exam

The sentences were read with over ?07o fìllers in two sessions, approúmately one

week apart. A trained phonetician performed an auditory analysis of the data, assigning
phrasaf or compound stress pattérns to each sentencè. rqblq I below presents the

þetcentage of phrasal sness þatterns for French fans and Chínese /øns.-In l!9 -SI
iequence-Fren ch ¡ans, speakê.," piodgc-ed only phra-sal -stresj-patterns fo1.[A+Nl-and
only compound stress patæms foi ¡N+fq sequénões. In the +SI sequence Chinese fans,
the'tA+Ñl sequence âlso always had phrasal stress, and a small number of [N+N]
sequènceishoived phrasal stress. Each incidence of phrasal stress in the +SI items was

acóompanied by s&ess shift on Chinese. The resulis confirm hypothesis.(i). A clea¡
preferénce for the phrasal stress pattem emerged in sequences with branching second

àlements (Table 2). Again, phrasal stfess on +SI items wãs accompanied by stress shift.
This confirms our second hypothesis (ii).
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3. COMPREHENSION
On the basis of the production data, we ask whether (i) listeners are sensitive to a
phonological distinction between compounds and phrases, and (ü) stress shift provides
additional information which facilitates syntactic category assignment. To addrËss these
questions, we ca¡ried out a comprehension experiment with non-right-branching test
sequences only, since the production data suggests that right-bnanching sequencès do
not exhibit a correlation between sness shift and syntactic category.

In a cross-modal naming task, subjects heard sentence frãgments ending with
category-ambiguous -SI and +SI tokens. All -SI tokens had two syllables and late
stress, thus matching +SI tokens in number of syllables but not stress shift. Examples of
fragments with -SI and +SI tokens are given in [8a] and [8b] respectively.

Table l, Distribution (%) of phrusal stress
patterns ín CA sequences without (-SI) and
wirh (+SI) stress sdft items (E&ttLfgtÃ and
C hìne se fans re spe ctively ).

N+N
A+N

0
lL,U
-sl

t7
Itxl
+sl

Tsble 2,Dístríbutìon (7o) of phrasøl stress
patterns ín right-brønching CA sequences
without (SI) andvrith (+SI) stress shíft ìtems
E&wI-eAEøtæeøÃ and Chinese entrance
emms respectively).

N+N
A+N

ru)
IW
-Ù1.

t00
75
+¡il

tn

lSal fm trying tofínd reliable Møløy
tSbl I'rt Wing to Íind reliable Chinese

The subjects' task was to name a visual probe presented at the end of each sentence
fragment. For the sentence pair in [8] the probe word was SERVANTS. This probe is
3p_propriate if the preceding CA word (MaIøy or Chin¿se) is an adjective, but nõt when
it is a noun. The sentence materials from which the fragments werè taken were recorded
with nuclear accent either on the CA word or on the following word, giving four
context conditions as in Table 3. We predict that when a fragment is hea¡d úth nuclear
stress on the CA word, this signals a [N+N] compound with prominence on the first
element, as no further accented syllables should follow. In this case, the probe
SERV.ANTS will be inappropriate. By conrrast, if the CA item is prenuclear, it is iikely
to be interpreted as the fi¡st element of a phrase, and the probe wiú be appropriate.

Thus we pledict (Ð that for -SI 4qd +SI irems, the reacrion time (RT) will be longer if
the probe does not agree with a [N+l.Il interpretation (i.e. conditions A and C shou]d be
slower than B and D respectively) and (ii) that the difference in RT for appropriate and
inappropriate probes will be larger for +SI items (i.e. the difference betivee¡i C and D
will_be greater than that between A and B). The average reaction time data are given in
the ñnal column of Table 3, and conf,um both these ñypotheses. For both -SI ãnd +SI
items,-subjects react signiftcantly faster to probes in thè A+N condition. Furthermore,
the effect is stronger for the +SI item Chinese (where the difference between
app_ropriate and inappropriate probes is 101 ms) than for the -SI itemM¿loy (whercit
is 34ms). That these effects iesult from the interpretation of the CA itém'and the
consequent integration of the probe word, and noi from some other proDerty of thc
context f¡agments, is made clear in conesponding control conditions ùhdre dre same

accent
-sI
-sI
+SI
+SI

A
B
c
D

N+N
A+N
N+N
A+N

+nucleus
-nucleus
+nucleus
-nucleus

Ma'lay
Ma'lay
Chi'nese
'Chinese

inappropriate
appropriate
inappropriate
aporooriate

ór9.ó
586.3
638.6
538.3
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fragments werc followed by the probe word TEACFIERS. This word is appropriaæ in
all-conditions (i.e. as the second element of a compound and as the head of a noun
phrase modified by the CA word), and the response times did not differ across
conditions A to D.

The pattem of results for SERVANTS would seem to confi¡m both hypotlesis (i)'
that nuciear stress placement will deterrrine the category interpretation of the-CA-item,
and hypothesis (ü) that stress shift provides additional information which facilitates
oarsine. However,'we found that streis shift does not cue syntactic categøy reliably for
ôther õategory-ambiguous items such as dark-blue or grown-up. This is presumably
attributablä tõ morpÉological and semantic differences between such items and the
nationalitylanguagê itemi. For example, dark-blue has two free morphemes, eithe¡ of
which may beionÉastively sressed. 

-This 
means that greater prominence on ål¿¿ does

not necesiarily exclude thd adjectival interpretation, and thus the following probe word
may have been appropriate in all conditions.

4. DISCUSSION AND CONCLUSION
In Grabe & Warren (1993) we show that in connected speech the application of stress
shift is highly likely, but can rarely be predicted with any degree 9! certainty-for a

particula¡ õeqiuence.Ïhe current proäuctiôn data suggest thai stress shift occurs reliably
in CA stress shift sequences with a branching right element. Furthermore, the data
suggest that in non-right branching CA sequences the application of stress shift
coñéhtes with syntactið category. It would appear that category-ambiguous^s-tress-shift
items allow us td predict the ãppiication or non-application of the process with a higher
degree of certainty than our previously studied materials.-The 

comprehénsion datâ show tñat in CA sequences of the type Malay servant,
listeners are 

^sensitive 
to stress signalling a distinction between compounds and phrases'

and that they are able to supplement this with stress shift information on CA items such
as Chinese ín Chinese semait. This suggests that the phonological information in stress

shift sequences affects syntactic parsing Ð fo,llows: the application of the process is
likely o indicate that an-accented item will fotlow - thi.s,cues-a plrrasal interpretation.
Nonlapplication suggests that the following item (if N) should.be-compourlded.
Howeve-r, it appears that this applies only to séquences \vith nationalityÂanguage items
such as Fr¿ncã or Chinese followed by non-right branching items.

the Ioint Resea¡ch Councils'
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The Role of Pitch in Lending Prominence to
Syllables

Dik J. Hermes and H.H. Rump
Institute for Perception Research, P.O. Box 513
NL-5600 MB Eindhoven, The Netherlands

ABSTRACT
Pitch is one of the prosodic variables that play an important role in lending prominence
to an accented syllable. Lixle is known, however, about whích characterisiiòs of a pitch
contour are important in this respect, A model will be described in which it is assùmed
rhat the contribution of pitch to prominence depends línearly on the difference between
the averag.e pitch level ín the nucleus of the accènted syllablé and the al1rage pitch level
i-n the nucleus of the.preceding syllablg. When excursion size is deftned as lhe'di¡erence
between upper and lower declination line, a consequence of this niodel is that, ejicursion
sizes.being eq.ual, a fall ,lends more prominence to a syllable than a rise. An experiment
will be described, in which this difference in promínence between a rise and'a fall is
meas.ured for-various.declínation slopes. The results are in good agreement wfuh the
predíctions of the model.

INTRODUCTION
It i.s well known that pitch. plays an important role in lending prominence to accented
syllables. In. this study we investigated which properties of thé þitch contour contribute
to the prominence of -an accented syllable. Hermes and Van Gestel (1991) showed
that subjects are capable of comparing the prominence of accented syllablés in two
utterances presented in different registers, when the prominence was lent bv the same
accent-lending pitch movement, a rise, a rise-fall or-a fall. In another sturiv. Hermes
(1991) showed that subjects are also capable of comparing the prominenceïf the ac-
cented syllables in rwo utterances when prominence wãs leñt by different types of pirch
movements. It was found that, when lending equal prominence, the rise â-nd the rise-
fall had a.larger excursion.size rhan the fall.lt cbuld'be excluded thar this discrepancy
between the rise and the rise-fall on the one hand and the fall on rhe other *as äoe to
a difference in timing. A model was proposed, in which the conrriburion of pitch to
prominence depends linearly on the differehce between the average pitch in theivllabic
nucleus of the accented syllable and the average pitch in ttre iyttäbic nucleus 

-of 
the

preceding syllable. As shown in Fig. l, this difference is largei for the fall rhan for
the rise, when the excursion sizes arê equal. Excursion size is-defined as the distance
bFtween the. upper^and the- lower declinãtion line. To be more precise, a calculation
shows that this difference 5 equals

S = zdT, (1)

in which d is the declination slope, ¿nd ? is the time interval between the two points
subjects use in estimating the pitch-level differences, the pitch-level estimarion óoinrs.
Note that_,9 is independent of the excursion size of the pìtch movements. The model
predic.ts that this difference w_ill increase linearly with iircreasing declination. In this
contribution an experiment will be described to têst this predictio-n.
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Fisure l: Diagram showing that for eqwl excursion sizes the distance between pirch
teiels in afalíis greater tñan in-a risè. The filled circles indicate pitch leve-ls--which

mipht be uied forihe perceptual determination of prominence. Note that the dffirence
in"length bewben the'arrows ís due to the presence of declination.

METHODS
The exoeriment was an adiustment experiment. Its design is shown in Fig. 2. It
shows ihe pitch contours of two PSOlÁ-resynthesized utterances, /mamárrnal, a Dutch
nonsense riord, with an accent on the secoild syllable. The utterances are identical,
except that the second syllabte in the first stimulus is accented by a fall, while the

secoird svllable in the seiond stimulus is accented by a rise. The excursion size of the
oitch mo'vement in the first stimulus, the test stimulus, was fixed. The excursion size
õf the pitch movement of the second stimulus, the comparison stimulus, was under the
iubiect"s control. Subiects were asked to adiust the excursion size of a pitch movement
in dcomparison stimuius until the prominen-ce of the accented_ syllable was equal.to the
oromineñce of the accented syllabie in the test stimulus. When the subject had done
[ttir. the orocedure was repeaied for a test stimulus with another excursion size. This
*uí done for a total of sii different excursion sizes in the test stimulus, shown in the

left part of the figure. When this was completed, the experiment was repeated with the
risein the test sti-mulus, and the fall in the ðomparison stimulus. In this way an accurate
estimate could be obtained of the difference in-excursion size between a rise and a fall,
when lendins equal prominence (for details see Hermes, 1991). This excursion size is
exoressed inï, ihe ñumber of ERBs, since this psycho-acoustically deñned frequency
,.åle (Putt"tron, 1976) appears to be most adequáte for expressing the frequency of
soeech intonation (Hermes and Van Gestel, 1991).' The exoerimeni *as carried out for five different declination slopes: 0.0,0.33' 0.70'
1.09 and 1:50 E/s, which, in this register, correspond to slopes of 0 and abo'rt2.4,4.9,
7.3 and 9.7 semitones/s, respectively.
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Fisure 2: set-up of an to,)r#i,f)r. ,* subiect was first presented with one of rhe

sií rcst stimuli ä¡si¡layed ôn the left-hand side. Then the subiect hea.rd the comparison
itimulus with an aä¡uíøble excurslon size shown on the right-hand side.-The run stopped

inei *e subject índicated that the same prominence was perceived in the accented

syllables of both stimuli.
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RESULTS
Twelve subjects took part in this experiment. They were students and research associates
of the Institute for Perception Research. All of them reported normal hearing and most of
them had experience in auditory perception experiments. In order to deterñine whether
ggbjegts performed consistently, the c¡iterion for consisrency described in Hermes and
Van Gestel (1991) was applied. As a consequence, the resuhs of three of the twelve

00.5 11,52
declination (S,/s)

Figure 3: .Th9 lqta p,oinn show the average dffirence S in the excursion size of the
rise and the fall foy the five.differ-ent declinøtion slopes. The líne represents Eq. i, the
predicted relation between the difference S and declination.

subjects were excluded from the analysis. The results of the nine consistent subiects
are presented in Fig. 3. The data points show the difference in excursion size betrleen
the rise and the fall as found in the experiment. The straight line shows the predictions
fo¡ 5.as obtained from EL 1. This figure shows that rheþredictions are quiìe good.

The value chosen for 7 in Eq. I was 0.22 s, the inteñal between the iowe'Í onsets
of the first and the second syllables. The vowel onsets were taken, since they are quite
accurateìy defined in_ time, much more accurately than the nucleus which actûally iom-
prises a time interval.

a

q
o
q
o
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ôlo
q
o

DISCUSSION
We tested the effect of declination on the difference in prominence lent to a syllable by
a rise and_by a_fall. Mo¡e specifrcally, we tested the assumption that this prominence
depended linearly on- a difference in pitch level at some point before the pitcli movemenr
and at some point after the pitch movement. For the inìe¡val between ihese pitch-level
estimation points we chose the interval between the vowel onsets, which in thii utte¡ance
was equal to the distance between the syllabic nuclei.

It follows f¡om the modei that .9, the diffe¡ence in excursion size of the rise and
the fall- when lending equal prominence, is independent of the excursion size of the
rise and the fall. This has a sfran-ge consequence when the data points are extrapolated
to excursion size zero: a fali of excursion size zero will be a-diusted to a riie with
a positive excursion size. Although this was not tested experiinentally, this agrees
well with informal listening to srimuli of this kind. In the piesence of no other õitch
movement than is due to declination, a falling pitch accent is perceived on the seðond
syllable. A simila¡ observarion can be made wlien only inclinaìion is present, in which
case a_rising_pitch accentis perceived. A prerequisite is probably thatìhe accent on the
second syllable is clear due to othe¡ cuei such- as loudness anð vowel length. In the
utterance used in this experiment, the speaker had pronounced the utterancé in such a
way that both lo.udness and vowel length in the accented syllable were larger than in
the preceding syllable.
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Anothe¡ related consequence of this model is that, on the short time scale of these

stimuli, there is no compenìation for declination. One might have,expected that liste¡s¡5
would be able to predièt the discrepancy between the riie and the fall on the basis of
the declination prùeding and following the pitch movement,. and would compensate for
this. The results of the eiperiment described here show that 

'listeners 
do not compen-sate.

It is not yet clear how long the time interval should be between the two pitch-level
estimarion póints which the liõteners use in comparing the difference in pitch level. ln
the model iresented here it is implicitly assumeai that the pitch-level eltimation points
are in the syltabic nuclei of the aõcented and the preceding syllables. There may, how-
ever, very well be a fixed distance which accidentally corresponds quite well with the
distance 

-between 
the nuclei of succeeding syllables in normal speech. In the stimuli

used in these experiments the time interval between succeeding nuclei.was 0.22 s.. In
fluent speech it lias the same o¡der of magnitude. Future experiments will have to clar-
ifv wheìher the distance between the pitch-level estimation points is fixed, or whether
it'va¡ies with the acrually realised distãnce between the syllabic nuclei in fluent speech.

3l
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Peak, boundary and cohesion characteristics of
prosodic grouping
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INTRODUCTION
Prosodic grouping can be defined as the way in which phonological units a¡e assumed to
join together to form larger units. Such grouping has, at variõus times and by various
authors, been accounted for by appealing to one oi more of three distinct but intêr-related
cha¡acteristics which I refer to here as p,¿aþs (= prominence, headedness), boundaries (=
disjulcture, discontinuity) and cohesion. 1= juncture, continuity).

There is a cenain redundancy in these three cha¡acterisúcs. Thus bounda¡ies and
cohesion, for example, are mutually exclusive, logether defining prosodic goups (=¡¡¡i¡s,
constituents or domains). The relationship betweèn domains añä groups i1 niore subtle
and also more rheory dependent. HaUè & Vergnaud (19S7)-argúe that the pure
ropresentation of heads 1= peaks) and the pure reþresentation of dómains 1= groipÐ
constitute "conjugate represenrations" which together define the notion of gòvelnmênt
:"the property of being a head is the same as lhat of being a governing element ín a
constituent, and the pr-operry-of being ín some domaín il the sane as that of being
governed by some head." (p 16)

Despite this redundancy, I argue that these three characteristics are worth
distinguishing when we look at the way prosodic constituents a¡e defined. Before
looking at the way they apply to spoken langìage, as an exercise it may be interesting to
see how these concepts can be applied ìo wrinen language where the notion-of
constituents seems more easily definéd.

Grouping in written language.
Note that we are interested here.in looking at the formal graphic constituents of written
language, not the lin-guistic constituents. Ai the lowest leve-i wè may distinguish the lener.
Letters combine io formwords. Words combine to lorm punctualion grorþs (i.e. groups
delimited þy punctuation marks). Punctuarion groups combine to"form pàrag'raptis.
Above the level of the paragr.aph,. constiruents vary dèpending on the type õf dõument.
A book may be further organised into clapters and.vohanes :óther doci¡-ments may have
a much more highly organised and specific structure.

Assuming that 1ve-are ,cgncgrne{ with printed texts using the roman alphabet, letters,
as constituents a¡e defined by the characte-ristic of cohesionf a letter is a graphic'symboi
presenting a horizontal continuity (some letters such as i, j and acceñteâ letters are
discontinuous but the discontinuity is always vertical). Toiake into accounr cursive
handwriting (or other,writing.sysrems such ãs Arabic or Devanagari where individual
letters a¡e not necessarily disjoint) we should need to appeal to a notion of sraohic peak to
define the way in which we separare one letrer from anbther. The graphiõwôrd càn also
be thought-of as being- defined by its cohesive properties : a ivoid consisting of a
s-equence of contiguous leners. The punctuation-group is a clearcut case of a bouñdary-
defined constiruent marked. Paragraphs, like woids, ä¡e units which can be defined in
terms ofcoìesion. cha-pters are definèd.by boundaries (chapter headings) and usually by
9.o.he.9io1 

(new page for.new chapter). Volumes too arê defined ùoitr Uy coheiion
(binding) and boundaries (covers).

Besides these formal constituents, graphic texts can also be divided into lines and
pages which are not co,nstituents although as I have mentioned they are used as part of the
cohesive properties defining paragriphs and chapters respec-rively. If we set up a
hierarchy among puncruation bõundary-symbols defùing minör symbols 1, ; :) and måior
symbols (. ? !) then we can define a furrhêr hierarchical level : thé sentencä, iitermediäte
between the-punctuation_group.and.the paragraph. unlike the other graphic constituents
we have defined, this distinction is nót baied on formal properti-es'of the boundary
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symbols themselves. Sentences are also marked by a boundary symbol in the form of an
iñitial capital letær but initial capitals a¡e not sufficient defining characteristics (this is even
morc tue in German).

It is conþoversial whether reading appeals to intermediate constituents between the
letter and the word. Against the clas:sicidea that reading can make use of both di¡ect
(onhog¡aphic) and indlrect (phonological) lexical access, recent research (Trciman &
Chafetã 1987¡ suggests that intermediaæ units between the letær ar¡d the wø-d may play a
greater role in réãding than has hitherto been thought. Interestingly, if.we.look at
ðharacterisations of the so¿oriry hierarcþ of phonemes such as the following (adaprcd

frrom Goldsmittt 1990, pl12) :

{ a>e;o>i;u>r>1)min)s)vr'z¡D;f¡Q>b;d;g>prt;k )

it is a rather striking fact, which to my knowledge has not been pointed out before' that
the shape ofthe leaérs partially encodès this hiera¡chy, All of the symbols on the lcfthand
(strong) side of the hieiarchy (exceptfor lll) are small letters whereas all of those on the
ùght aiê ascending or desceñding letters. It seems difücult to imagine that such.a fact is a
mËre coincidencel Small letterlseem, then, to act as potentidsyllable peaks, which
explains both why lower-case letters are generally considered more legible than up¡er
caie (Tinker 1963), and how the shape of a word can function as a cue to its lexical
identity (Walker I 987).

Wé can conclude fiom this discussion that even in the case ofprinted language where
a document is entirely composed of a sequence ofdiscrete symboli, there a¡e a number of
formal constituents (line, page) whose role is only marginal while other_c_onstituents
(syllable, sentence) are only indirectly relaæd to or derivable from the printed forrn"

GROUPING IN SPEECH
As is to be expected, the relation between the observable data andrhe phonological unis
which a¡e assi¡med to structu¡e this data is even more indirect in the case of speech than
in the case of written language. In speech, unlike in writing, there are no unequivocable
units on which an analysii can be based. The only direct formal constituents of a speech-
signal are portions delimited by silences and/or by breathing. Both o{ thgse have in the
pa-st been iaken as boundary signals for phonological co-nstituents,. i _ 'breath-gloups'
(Sweet 1890; Jones 1949; iieberman 1980) or þause-defined units'(Brown, Currie &
Kenwortlry 1980). Lieberman's categorical affirmaion : "tfu breath-gr-oup ß thc prbnary
elemeil tl;at people we to segmentihe Ílow of speech into sentenceJikc units" (p )AO) is
worth connásting with Sweét's far more cautious !'T!æse bryatþ-grouPs correspond
Dartially to the logical divisíon into sentences". The parallel with line ends and page

breaks in reading is instructive since these, as we sáw above, just like breaths and
silences, are neither necessafy nor sufficient criteria for isolating linguistic units even
though higher order linguisiic units will often make use of such direct physical
characteristics to reinforce the intemal cohesion ofthe units.

Since the observation of directly delimited prosodic units does not prove very
rewarding, the next step is to look at-those indi¡ect units which^have beenproposed in
various aialyses. Betwèen the phoneme and the utterance, the following hierarchy is a
fairly raditional one in prosodic analysis :

syllabie < accent-group < intonation unit
None of these prosodic units are uncoitroversial. I propose to ¡eview each in turn

together with alterñadve proposals that have been made for units of approximately the

saÉre level. There have bein ã number of proposals conceming prosodic units above the
intonation unit - paratones - the prosodic equivalent ofparagr-aphs. Research in_this_area,

in particular intoìhe prosodic snucture of discourse, is a world unto itself and I shall not
anempt to deal with it at all in this paper.

AROUND THE SYLLABLE
It could be claimed that the syllable is the prosodic unit for which there is the greatest

consensus among linguists aná phoneticians. Speakers'intuitions conceming the number
of syllables for eiamþle are far àrore consisteni than those coneming phonemes. Thus de

Corirulier (1982) hai shown that French speakers can easily spot an odd-man-out in

33



34 Working Papers 41, Dept of Linguistics and Phonetics, Lund, Sweden

s€quences o! wgrds consisting of three syllables (quantité, apéro, Nicolas,...) whereas
$ey a.g totally incapableof performing the same son of operãtion on words made up of
three phonemes (nuit, avis, tard, train...)(p 59.). The syüãble, it has been claimedìs a
good contender for the role of basic unit of speech percéption (Mehler et al. l98l). The
demonstration of a syllabic effect in French (i.e. shoner réaction time for a deteÆtion task
when targets_ \ilere syllables than when they were smaller or larger than syllables) was not
however replicated for English (Cutler, Mehler, Nonis & Segui 1986). îhis was taken to
imply the existence of a language-specific comprehension stráßgy and seemed to support
the claim that cenain consonanrs in English-are ambisyllabið, that is belong to-6oth
gqJ3gery s-y{qblgs. Qnferson &.Jones 1974, Kahn 1976): Orher phonologists (-Kipanky
1979, Selkirk 1982) have claimed rhat ambisyllabicity is nöt necelsary'within a
framework making use of the notion of 'foot'.

- Most-of the arguments in favour of the syllable as a unit are really arguments in
favour of syllabicity rather than syllabic constituency : syllables, in õtheiwords (in
languages like English) are idenrified by their peak charac'teristics rather than by their
bounda¡ies or their intemal coherence. Recent work on temporal patteming has biought
up an altemative candidate for modelling segmental duratiöns. This is thã V-to-V u-nit
used by F.ant.& Icuc\epberg 1988, Fant, Kruckenberg & Nord 1991 consisting ofa
sequence beginning with tþe vowel onset and continuing up to but not includiñg the
following vowel onset. There is considerable evidencã that the vowel onseús a
particularly_cruclal pqn of {g spçgh signal @ogil 1986). Barbosa & Bailly 1992 suggest
that normalised duration ofv+o-V units gives a-bener image ofprosodic boundarieiõran
does syllable duration. My own analysisbf a reading of a óne-minute continuous text in
French reveals that v+o-v unis have smaller variance than the corresponding syllables in
the same text This is ro be pur inro relarionship with the finding of Wþhunan ei al (1992)
that final lengthening only äpplies to the segmèns in the final iime, nõt tne nnu svìhble.
The picture which emerges from these fiñdings is that the syllable is not perliaps so
strongly entrenched as a phonological unit ás has often been believed. insteâd of
s-yllables,ìt could turn out to be their immediate constituents (onsets and rimes) which are
the basic building blocks for speech.

AROUND THE ACCENT GROUP
Above the syllable, the accent group, or foot, is probably the most respectable
pholological unit in common use. This unit, Iike the syllable, is obviously essàtially a
peak phénomenon. It is not evidenr that foor boundariei are themselves iíanv wav well
dqfiqdr The term'accent group'or'foot'is often used indiscriminately to refer tó units
which should perhaps be more carefully distinguished. Thus the foot cair be taken to be a
strictly phonological unit (Selkirk 1978) a purely rhythmic unit (Abercrombie 1964), a
qitch accent or tonal unit, or even a mixed syntactic/pñonological unit. The relationshió of
the accent-group to the word has alwayd been cöntroveisial. Thus pike (1945) änd
Jassem (1951) both distinguished rhythmic unirs from tonal units. For both authors
thythm unjts were essentially groups of words. Unlike pike's 'contour', however
Jassem's Tonal unit does not take into account word boundaries but groups unstressed
syllables with the preceding sressed syllable, irrespective of word bõund-aries. This is
precisely-the same unit which-Abercrombie (1964), followed by Halliday (1968) later
promoted-as the__Foot. Most of the evidence on final lengthening seems tð suggeit that
any boundary effects are associared with the word (Beclõnan &-Edwards 199õ)-or with
higher order constituents (wightman er al. 1992) rather rhan with the foot itóelf. The
controversy as to the relevance of the Foot to prosodic analysis is, however, far from
over as can be seen from the discussion between Nootebobm 1991, Fant 1991 and
Kohler l99l for example. It also remains to be seen whether the Foot can be seneralised
to account for language-specific characteristics. Hirst & Di crisro (in press) ñggest that
Germ¿nic languages in. general are characterised by left-headed àccènt giouil linitiat
prominence) whereas similar strucrures in Romancê languages are rightlheaäed lnnal
prominence) (cf rhe analysis of French in Wenk & Wiolanã lt82).

.A second qu-estion,relates to the position of the boundary of the foot. Although most
authors have defined the foot as a grõup of syllables, others, following læa (198õ), have
preferred to work with the 'interstrèss intervãl' defined as the sequencé running from the
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onset of one stressed vowel to the next (Fant Kruckenberg & Nord 1991, Wightman et
al. 1992). Systematic comparisons of the approporiateness of different prosodic
constituents in different languages remain to be made.

AROUND THE INTONATION UNIT
Feet are generally held to be grouped into higher order constituents for which there are a
great number of different proposals in the literature. Most work within the British
tradition of intonation analyais has assumed, with a few exceptions, a single hierarchical
level variously referred to as the "sense-group", "tone-group" or "intonation unit" (see
Hirst & Di Cristo in press for a review), Recent work on the TOBI transcription system
(Silverman et al 1992, Hirschberg & Beckman 1993) has followed Beckman &
Pierrehumbert (1986) in assuming that at least in English and lapanese there are two
levels of intonation units : called 'intermediate phrase' and 'intonational phrase'
respectively. Although it is claimed that these units are distinguished by tonal boundary
signals ('phrase accent' and 'boundary tone'respectively, this distinction is as yet
exnemely theory intemal, since there is no simple one-to-one cofiespondance between
acoustic data and such bounda¡ies. A valley in the F0 curve for example may be
interpreted as aLVo boundary tone, a L phrase accent, the -L or *L of a pitch accent or
simply an unspecified sagging transition befween two high pirch accents.

Rècent córpus-based studies of durational cues for prosodic constituency have
suggested thaf more than two levels of intonation units can be systematically
disti-nguished. Thus both Campbell & Ladd (1991) and Wightman & al. (1992) found
that atleast four degrees could be established on the basis of final lengthening. This has
been interpreted by Ladd & Campbell as evidence in support of the claim (Ladd 1986)
that there is no principled limit to the depth of prosodic st¡uctur€. A similar claim has

been made by Manin (1975) and is implicit in the 'performance structures'of Gee &
Grosjean (1983), Monnin & Grosjean (in press). It still remains to be shown whether
there are categorical differences between different types of intonation units and how far
such distinctions hold across different languages.

One of the most promising lines of research into cues for prosodic grouping is that of
tonal cohesion. Downstepping or downdrifting sequences have long been known to
provide important cohesion cues in many languages. Thus in Bambara (Mali) a

downdrifted sequence : /slsé nà lkúmrí/ will be interpreted as a single clause : "Sissé is
going to talk!" whereas the same sequence without downdrift /sìsé nà kúmá/ will be
interpreted as two clauses : "Sissé! Come a-nd talk!" (Hirst 1979). An lpward resotting of
pirch- has a distinct bounda¡y effect even in the absence of a nuclear pitch. movement in the

þreceding intonation unit (Kingdon 1958 p62). Research into prosodic Parsing,on the
basis of predictive models of tonal cohesion only just begun (Schuetze-Coburn, Shapley
& Webei l99l: Bruce, Granström, Gustafson & House in press) but promises to be one
of the most rewarding fields in prosody in years to come.

The investigationof the relationship between Intonation Uniß and syntactic, semantic
and pragmatic iepresentations has a long and varied history. Prosodic structure theory
(Selkirk 1978, Nespor & Vogel 1986) presents a rich aniculated theory of the relation
between syntax and phonology. This is further developped in Selkirk (1986, 1990)
whe¡e it is'claimed thãt each lower-o¡der constituent in a given language þhonological
word, phonological phrase) is characterised by two parameters : a designated syntactic
category (maximal projection/ lexical word) and a designated edge (leflright). Given
these two parameters the mapping from syntax to phonology is defined by ensuring that
the designãted edge of the designated syntactic constituents aligns with the corresponding
edges oi the pros-odic constitu¿nts. Selkirk has claimed several times that Intonational
phrases seem be governed by semantic rather than by syntaclic co-nstraints. I have argued
(Hißt 1993) thatã non-deterministic version of Selkirk's rule will in fact account for the
data which she found troublesome for a syttactic account. One way of formulating this
Mapping Rule is as follows :-Maþ 

a syntactic structure exhaustively onto a linear sequence oÍ inton^tionûl
phrases such that :
a.) the left end of each íntonational phrase corresponds to the left end of a maior
syntact¡c constituent
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b.) the intonationøl phrøse is no longer than the corresponding syntactic
const¡tttcnt.
The Mapping Rule also gives an interesting explanation for the fact that certain

Intonation Units boundaries are optional while others appear to be compulsory. I claim
that the difference stems from the non-linear nature of certain syntactic structures
(parentheticals, vocatives, non-restrictive relatives etc) and that linea¡ order is only
imposed after the (optional) choice oflntonation Unit bounda¡ies.

CONCLUSION
There is clearly a need for considerably more empirical data concerning the

appropriateness of prosodic constituents at different levels for modelling durational and
tonal characteristics of utterances. In particular very little is known conceming the way in
which such characteristics vary from one language to another and this is an obvious
priority task for the years to come.

ACKNOWLEDGEMENTS
This resea¡ch has been partially supported by the French CNRS Cogniscience
programme : I¿s unités de traitement dans la perception de la parole et lo lecture,
(Responsable : I. Pynte).

REFERENCES
Abercrombie, D. (1964) "Syllable quantity and enclitics." in Abercrombie, Fry,

MacCarthy, Scott & Trim (eds) In Honour of Daniel Jones (Longman), 216-222.
Anderson, J. & Jones, C. 1974,'Th¡ee theses concerning phonological representation.'

Journal of Linguistics 10, l-26.
Barbosa, P. & Bailly, G. (1992) "Prédiction de la durée segmentale : le paradigme des

groupes inter-P-Centers". in Actes du Séminaire Prosodie (La Baume-1ès-Aix,
October 1992),73:79.

Beckman, M. & Edwards, J. (1990) "Lengthenings and shortenings and the nature of
prosodic constituency." in Kingston & Beckman (eds) Papers in Laboratory
Phonology

Beckman, M. & Pierrehumbert, J. (1986) "Intonational structure in English and
Japanese" P honalogy Yearbook 3 , 255-309

Brown, G.; Currie, K.L. & Kenwonhy, J. (1980) Questíons of Intonatíon. (Croom
Helm; London).

Cornulier, Benoît de (1982) Théorie du vers : Rimbaud, Verlaine, Mallarmé, (Seu,il,
Pa¡is).

Cutler, A; Mehler, J; Nonis; Segui, J; (1986) "The syllable's differing role in the
segmentation of French and English.",/ournal of Menøry and language25,385-
400

Dogil, Grzegorz (1986) The pivot theory of speech parsíng. (University of Vienna hess,
Vienna)

Fant, G, (1991) "Units of temporal organization. Stress groups versus syllables and
words." Proc. I.C.Ph.S. XII 1,247-250.

Fant, G.; Kruckenberg, A. & Nord, L. (1991) "Durational correlates of sress in
Swedish, French and English;' J our nal of P ho netic s I 9, 35 I -363.

Gee, J.-P., & Grosjean, F. (1983). Performance structures: A psycholinguistic and
linguistic appraisal. C og nitive P syc holo gy 15, 4ll -458.

Goldsmith, J. (1990) Autosegmental and Metrical Plørwlogy (Blackwell; Oxford)
Halle, M. & J.-R. VergnaudAn Essøy on.Srress (MIT Press; Cambridge, Mass.)
Halliday, M.A.K. (1968) /ztonation and GrØnnor in British Engliså. (Mouton; the

Hague)
Hirschberg, J. & Beckman, M. (1992) "Report on proposed transcription system ørd

some recoûrmendations," unpublished ms.
Hirst, D.J, (1979) 'Pitch features for tone and intonation.' Travaux de l'Institut de

P honétique d'Aix 6, 177 -191.
Hirst, D.I. (1993) "Detaching intonational phrases from syntactic structure." Linguistíc

Inquiry 24 (4).



ESCA Workshop on Prosody 1Ð3

Hirst, D.J. & Di Cristo, A. (in press) "A survey of intonation systems" in Hirst & Di
Cristo (eds) (in press).

Hirst, D.I.-& bi Cñsto, A. (eds) (in press) Intonation Systems : a Sumey ol Twent!
lnnguages (Cambridge University Press; Caqb¡idg9)

Iasseml W. (1952) Inlonation of colloquial English. (Panstowe Wydawnictwo
Naukowe; lVarswawa).

Jones, D. (1949) An Outline of English.Plønetics (Heffer; Oxford) 
-Kahn, D. (l9lq SyUaUte basèd generalisatíow inplønologyJhD Thesis, MIT. .

Kineáon. if. f tSSðl The Grounãwork of Enslishlntonation. fl,ongmans, London)
fipãrstí, P. (1979) "Metrical structurè assignment is cyclic." Linguistic Inquþ l0 (3)'

s2l-541
Kohler, K.I. (1991) "Isochrony, units of rhythmic organisation and speech tate. Proc.

LC.Pï.S. ill t,2s7-261.
Ladd, D.R, (1986) "Intonational phrasing : the case for recursive prosodic structure."

P ho nolo pv Yearbook 3. 311 -340.
Ladd, D.R. & Campbell, W.N. (1991) "Theories of prosodic structure : evidence from

svllable duratioñ." Proceedings LC-PL.S. ilI 2,290-293.
Liebärman, P. (1980) "The acquisition ofintonation by infants: physiology and normal

control." in'C. Jóhns-Lewi-s (ed) Intonation in Diicourse. (Croom Helm; London)'
239-257.

Manin, P. (19?5) "Eléments pour une théorie de l'intonation"Rapport d'Activités de
l'Instiut de Plønétique de Bruxelles 9(l),97-126

Mehler, J; Segui, J; Fi:auenfelder, U. (1981) "The role of the syllabþ.in language
acquisitlon and perception." in Myers, Laver & An4grson (eds) The Cognitive
Reitrese¡tation oÍ Speech, (Amsterdam, Nonh Hollarul).

Monnin,'P., & Grosjeãn, F. (in'press). "Les structures de performance en francais:
ca¡acterisation et þrediction." L Année Psychologique.

NesDor, M. & Vogel,- I. (1986) Prosodic Plønology (Foris' Dordrecht)
Nooìebbom, S.G.i1991) "Some obsservations on the temporal organisation and rhythm

of speech." Proc. I.C.Ph.S. ilI 1,228-237.
Pierrehimbert, J. & Beckman, M. (1986) "Intonational structure in Japanese and

Enslish." PlØnolosv Yearbook 3, 255-310'
Schueíze-Coburn, S.;"Shapley, M. & Weber, E.G. (1991) "Units of intonation in

discou¡se: a comparisori ofacoustic and auditory analyses." Ianguage and Speech

34(3),207-234.
SekirÈ,'il.O. (1978) "On prosodic sm¡cture and its relation 1o- _syntactic structure."

Indiaw University Linguístics Chtb' (tn Nordic Prosody tr 1981) 
--Selkirk, E.O. (1982)-"The-Syllabte." in Van der Hulst & Smith (eds) The Structure of

Phonological Representatìons. vol II (Foris, Dordrecht)'
Selkirk, S.O. (1986i "On derived domains in sentence prosody." Plnrnlogy Yearbook

3,371-405
Selkirk, ¡.9. (1990) "On the nature of prosodic constituency : conìments on Beckman

and'Edward's paper." in Kingstón & Beckman (eds) Papers in Laboratory
Phonology, 179-2OO

Silverman È. ét at., (1992) "TOBI: A Standa¡d for Labeling English Prosody," Proc. of
the Intem. Conf. on Spoken Language Processing, 867-870.

Sweet, H. (1890) Á Primer of Phonetics (Clarendon; Oxford)
Tinkei, M.Ä. Q9$) rhe keibiliry of Print (Iowa State University Press)

Treiman, n. ¿i Ct¡aietz, J. l-9S7 "Âf€ rhere onset- and rime-like units in printed words."
in lvl. Cottteun (edi Attention and Performance XII. The Psychology of Reading'
(Erlbaum; Hillsdale, NJ).

Walier, p. (i982) "Word ihape as a cue to the identity of a word : 
^an.analysis 

of the

Kucêra ind Francis (1967iword list;' QuartJour. of Exper. Psy' 39A' 675-7,00.

Vy'enk, B. & \ù/ioland, F: (1982) "Is French really syllable-timed?" Journal of Phonetics
10,193-216.

Wisht'man. C.: Shattuck-Hufnagel, S.; Ostendorf, M. & Price, P. (1992), "Segmental
-Durations in the Vicinity of Prosodic Phrase Boundaries." ,I.4.S.4., 1707-1717

37



38 Working Papers 41, Dept of Linguistics and Phonetics, Lund, Sweden

Durational Cues to Prominence and Grouping
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Fliltari-clai 2-2, Seika-cho, Kyoto 619-02, Japan.
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ABSTRACT
Tlús paper discusses tlrc analysis of ltrosody itt n speecÌrto-speecbtltrough-tnacl¿in.c
enuironnrc¡'¿t antl tlescril¡es the types of processing tl¿at can be used to faci.litate trans-
fer ol ext.ra-textttal informatio¡t in a,uton¡,atic slteech translation. In particttlar, it
rletails the ttse an,rl contribtLtio¡t of d,u,ratiott-based sub-routines in sucÌr, a system.

INTRODUCTION
In older to irnprove the efficiency of autorratic translation, .we need to make use
of plosodic information. A speech interf¿ce to machine tr.anslation typically only
pr.'ocesses a textual representation of the nttelance, and in the three m¿in stages of
the task (speech lecognition, language processing, and speech synthesis) p.orody it
onìy consiclered in the third. However, speech encodes more than just segmental
information, a,nd to mahe use of this extra channel to enrich the communìcation,
we need to code the meaning contained in the pr.osody Tol processing alongside the
olthographic representation. In order to study the flow of prosodic information, we
need a clatabase of utter¿nces coded for speech-a,ct and analysed for corresponding
aconstic correlates. This paper describes the first steps in building such a database.

Prosodic Information Processing
Decoding not just the sentence, but the issuing of an uttelance in a speech situatiorr,
lve need detailed annotation of prosodic events and their correlates at several levels
of replesentation. Leaving aside the interesting area of language-specific prosodic
lealisations and the translation of prosodic gestures between dillerent cultural en-
vironments, we can simplify the task initially by assuming monoÌingual domains,
analysing Japanese and English aspects of prosody separately, and coding them
into a language-neutral message structurel. We are then left with the question of
what constitutes the basic data for analysis. This can be answered by consideration
of a) the needs, and b) the resources available.

Needs:
There is not space here for an exhaustive list of the uses of prosodic information in
translation, but necessary in the long term, and perhaps most difficult to achieve,
is the recovery of the speaker's intention; the pragmatic content ot illocutionary
force of each utterance. More immediately realisable are attitudinal characteristics
(Hirschberg & Ward, 1992; Murray & Arnott, 1g93), ciues to the discourse struc-
tnre and lole (Hirschberg & Pierrehumbert, 1986; Swertz el. al., Igg2), and to the.
focus and prosodic boundary relations (Veilleux & Ostendorf, 1gg3; Wightman &
Ostendorf, 1993). A further requirement for translating into and out of Japanese
is an undelstanding of the degree of politeness (Ogino, 1g86); this too is iargely
carried in the prosody. Non-linguistic uses include repair detection and correction
(Schribelg & Lickley 1992; Nakatani & Hirschberg, 1993), and modelling of the
speaker-specifi c speech characteristics.

lJapanese, for example, makes use of a post-particle system; while Ðnglish, on the other hand,
employs greater use of stress in the signalìing of information relations. Ai the deeper level of lin-
guistic and paralinguistic fealure representation, we æsume lhat the two languages are equivalent.
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Resources:
Since we require the prosoclic interpretation to be cìone by machine, the main part
of the firsi stage of the project involves the development of automatic procedures
for the cletection of prosoclic features, and the mapping of these features to elements
of the message.. Two small tspontaneous-speech' corpora of 12 prompted diaìogues
are available to us; one produced by 107 speakers of English (Wood, 1992), and
one by 19 speakers of Japanese. Both have been analysed for linguistic structure in
the same format as used in the language-processing modules (Fais & I{ikui, 1991;
Nagata et al., 1992). They include the following categories: Syntactic: declara-
tive, interrogative, imperative, person, tense. polarit¡ etc.; semantic: probability,
possibility, ability potential, volition, permission, desire; and pragmatic: request,
suggest, invite, reject, offer, response, acknowledge, inform, question, permit.
An example structnre is shown below:

ttM [IPRAG [IHEÂRER !X1O[ILÀBEL *HEARERT]]]
ISPEÂKER !X9[ILABEL *SPEAKER*]]]
[ToPIc [lFocus !x7[[REsrR that [[RELll t(J-1]llll

[scoPE [IRELN is [(J-IDEITICÁL]
[08J8 !X7]

iii',i iti':iå'ir*El,{ NAHEDI
IIDEN conf erence-ortice-1]lll lll

[roPrc-]toD HÂlllil
ISEH [IREL¡I QUESTIONIF]

IÅGËN !Xgl
IRECP IXlO]
IOBJE !X11 [IRELìI BE-VI_s]

[oBJE !X6[IRESTR [IRELN THIS-PROI{-1]]]]]
IÀSPECT [IPER¡ -]

tosPr !x8ltPRot 
-lll

rrDEN r12[IRES'-'lH:i 
låTHlr*.r-o.rrcE-rDr0'-1]llll

ITENSE PRESEIIT]]]]]
ISYN [ICÀT S-TOP]

tl¡¡v -lllll ... ( 57 lines of syntactic taS8ing onj.tted ) ... lllll

The representation for 'conference office' in "Is this the conference office?".

Analysis-by-synthesis, or diferencing from a generated default, provides a me¿sure
of the prosoclic correlates of these features. To detect marked areas of the utterance,
we first normalise pitch for height, range, and attack; duration for global ancl 1oc¿l
variance; and energy for phone-type and contextz. The correlations rvith fundamen-
tal flequency variation have been well studied in this respect. I shall next explain
the contribution of segmental duration information.

CONTRIBUTIONS FROM DURATION,A.L STRUCTURING
Previons work (Campbell, 1992, 1993) has shown that speakers signal the intencled
interpretation of an utterance not only ihrough pitch-related intonational variation,
but also thlough the durational structuring of their speech. Segmental durations
ale available to ns {rom the initial speech-r-ecognition stage, vìa post-processing. By
nolmalising thern to reclnce phone-specific effects, the underlying prosoclic structure
becomes very clear. This can be usecl to assist in the automatic detection of pitch
prorninences.

2The energy compoÌìerìt of the speech waveform can vary for reæons unrelaied to the message
(e.g., changing microphone-to-mouth cìistance), so may be less useful in an automatic analysis

39
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Underlying prosodic structure
Segments in prominent or focussed words ancl phrases in the utterance are typi-
cally lengthened, as are those preceding a prosoclic phrase boundary. In English,
reduced segments are signifrcantly shortened. Differential lengthening of segments
in onset and coda parts of the syllable enables us to clistinguish belween the two
diflerent lengihening contexts and the¡efore to clistinguish prominence efects from
pre-boundary efiects. This information, which is easily obtained from the normalised
durations, given the syllable structure, enables us to detect the intonational group-
ings in the utterance. Figure 1 diagrams the main steps of this process: raw du
rations are flrst z-sco¡e normalised to remove phone-type-specific durational effects,
ihen the syllable-internal dife¡ences (slope of lengthening) are compared to distin-
guish prosodic boundary Iocations from stress-related lengthening. This is explained
in more deta.il in the oral version of this paper and in Campbell '93. Boundary loca-
tions detected by use of duration diferentials have revealed interesiing inter-speaker
differences concerning rhythmic vs. syntactic phrase structr-rring that go unnotiied
on simple listening.

+.J
J

D + I ¡@m. loo: - l i¡. luhv dl@. s koo. w@¿ . nau. jh :uus dt@. k raud 9Íuu. lens

L"

J:
From fortv love the score was now deuce and the crowd qrew tense.

Figure 1: Fron nomalised Eaveform throuth phone labels to bouduy indication

Pitch-prominence detection
We are testing severai methods to extract meaningful phonological information from
the ¡aw fundamental ftequency contou¡ (Fujisaki & Sudo, 1971; Bagshaw, 1992; Tay-
Ìor, 1993a). For Japanese, the Fujisaki-Sudo model specifies the location, strength
and duration of each accent and phrase command in a sma,11 number of parameters
that can be obtained by stochastic estimation procedures. These parameters include
a speaker-specific/utterance-type-speciflc measure of the angle of onset/offset (at-
ta.ck) for each accent. This is no¡mally flxed to a pre-defined value, but by estimating
it along with the other parameters' we gain a useful indicator of speaking style and
speaker characteristics. This, however, depends crucially on the accurate location
of the accent and phrase commands; the numbers and locations of which must be
specified in advance. Knowing the position and number of accents and phrases from
the duration contour greatly increases the accuracy of this F0 decoding3. The resid-
ual f¡om this estimation, along with the parameters specifying strength and type of
accent form the raw data for our future analyses.

Unit selection for speech synthesis
In addition to faciliiating pitch labelling, the prominences and boundaries detected
in this way also improve the quality of our synthetic speech. The current method
uses acoustic measures of goodness-of-fit when selecting units for concatenation from
a la.belled natural-speech source database (not enough is yet known about the fine
details of segmental coarticulation to accurately predict the acoustic transitions by
lule under parametric techniques). However, because no consideration is made of

sUnlike English, the¡e is no durational co¡relaie of accents in Japanese, but their detection wiih
this method is relatively robust when given reliable phræe boundary location information.
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the prosodic environment from which these units are selected, there is occasionaÌly
considerable distortion resulting from mismatch between the unit ¿nd the desired
prosodic parameters. By labelling the source data according to plosodic features,
and including these in the selection criteria, we can eliminate this cause of distortion.
Looking to the future, with a corpus labelled for prosodic as well as segmental fea-
tures, the task of speech synthesis may be even simpler. Since a small number of
factors explain much of the variance in speech prosody and articulation, insteacl of
predicting individual parameters directly, selecting appropriate units from a suffi-
ciently large and well-labelled source database should yield natural clurations and
transitions that are optimal by default. Adequate labeìling of the data should elim-
inate the need for prediction of the parameters.

CONCLUSION
This paper has introduced some recent work in the area of prosodic interpretation
and highlighted the role of normalised segmentai duration information in automatic
labelling techniques for the accluisition and mapping of data. It showed how boih
pitch labelling and unit selection lor synthesis can be helped by prominence and
boundary detection from segmental lengthening contours. it is not yet clear what
features of the utterance need to be mapped onto what higher-level aspects of the
message, but we have laid the grotndwork for an essential analysis.
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Towards an integrated view of stress correlates
Gunnar Fant and Anita Kruckenberg
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ABSTRACT
Previous qnglysil of duration and of Fç¡ ds stress correlates ín Swedish prose reading,
Fant and Kruckenberg (1989), Fanti Kruckenberg and Nord (1992), have been
extended and work has been initiated on the study of intensity, voice source properties
and segmental contrc¿sts as prosodic parameters. The hierarchy of duration oier F0 and
intensity is established. Although a small average intensity difference is found beflveen
stressed-and unstr,essed syllables, the major role of intensíty, apart from determining
the loudness level, appears to be that of supplementing overall F0 contours within
breathgroups. A special phenomenon in Swedish is the inverse relation between
emphasis and intensity of close vowels due to articulatory narrowing.

STRESS AND DURATION
In Swedish, the alternation between stressed and unstressed syllables constitutes quasi-
rhythmical patterns that are mainly determined by language structure but also by the
particular type of text and by stilistic and individual variations.

The most prorninent stress correlate is duration. A stressed syllable is about 100 ms
longer than an unstressed syllable of the same number of phonemes and the duration
increases with the number of phonemes. Differences in inherènt phoneme durations also
enter but tend to be reduced with increasing syllable complexity. In addition we have to
take into account a number of factors that contfibute to syllable duration, in the first
place prepause and pfuase final lengthening, but also granìmatical word class, accent
type, syllabic word structures etc. Most of these have been included in a model of
syllable duration now under development, Fant and Kruckenberg (1992).

The backbone of the system is the relation of syllable duiation to the number of
phonemes. determined separately for stressed and unstressed syllables. In practice,
almost all content words but also some of the function words- carries a stiess. An
example of individuat variations in stressed/unstressed contrast is shown in Figure 1.
The two speakers differ little in the duration of unstressed syllables but more in the
duration of stressed syllables. This situation is quite similar to that when our reference

lgbjgc.t_ !!{!! from a normal to a more distinct speaking mode, Fant, Kruckenberg and
Nord (1991b).

In order to eliminate differences due to variations in syllable complexity we have
introduced a normalized duration, the syllable duration indei s;, which is scaied so as to
provide a value of S;=1 for average unstressed and Sl2 for average stressed
conditions,. The particu[ar value for a syllable ofduration zis'found by an iñterpolation
or extrapolation

. _ Si=l+(T-Tn)/(Trr-Tn) (l)
wneÍe I nu and In.r are expected average unstressed and stressed values for the
particular number of,phonemes, n.

PERCEPTUAL SCALING
Acontinuous rating--of perceived stress was established from experiments in which 14
suþjects in two different sessions were asked to grade the rêlative prominence of
syllables and words by making a pencil mark on alertical line scaled from 0 to 30.
They were toldthat 10 corresponded to average unstressed conditions. The experiment
gave quite consistent results with standard deviations of single ratings of the o;der of 3
units only. The same technique was also used in experimenis on coñtinuous grading of
perceived degree of prominence of syntactic boundaries, Fant and Xruckenber:g 1 i 9gÞ;.

The corpus thus comprised all syllables in a 24 word sentence and all wo¡dlin a nine
sentence paragraph ofthe standard text. we found a high degree ofcorrelation (r=0.9)
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between perceived syllable prominence, Ro, and the syllable duration^ipdex S¡
amounting to R" = 6.4 + 5.5 S;, or in terms of a power function, R" = /2S;t'', which
indicates a conipression compared to the duration data. lve also Ïound a very high
correlation between word prominence, R* and the prominence of the main stressed
syllable in the word.

Fo CORRELATES OF PERCEMD STRESS
Tñe F¡ contour contributes to the relative emphasis of syllables and words both by the
depth of local word accent modulations and by overlaid sentence or focal stress.

The tonal patterns ascribed to Swedish word accents are HL* for accent I and H*L
for accent II where the * indicates an allocation of the tone to the main syllable, Bruce
(1977). A greater degree of prominence, i.e. focal accent, adds an H tone, thus HL*H
for accent I and H*LH for accent II. The H of the HL* fall of accent I occurs in the
preceding syllable and thus earlier than the H* of accent II. The H of focal accent II
occurs in a following syllable while the L*H ¡ise of the focal accent I already starts in
the vowel of the main syllable.

We have quantified all F0 measures in semitones, which gave us comparable values
for female and male subjects. Our findings support the established importance of the
accent II H*L drop, the magnitude of which showed a relative high degree of
correlation (r=0.7) wilh perceived stress level, R.. The speed of the drop showed a
weaker correlatton (r=0.35) with R-. As expected, we found a relative stability of the L
while the major part of the drop was due to a higher starting point H*. Because of
difficulties in separating out the domains of successive accents we did not measure the
relative height of the secondary peak H of accent II which is a wellknown prominence
correlate. Our observations on inteffelations between accent II F¡¡ features compare well
with those ofEngstrand (1989), but for greater modulation depth in our data.

Accent I Fo modulations are harder to model. Our main parameter, the L*H relative
increase, showed an r=0.4 conelation with R-. Both the H and the L* of the HL*
increased somewhat with stress and L*more than H. In the reading of iambic verse we
have even found a reversal, i.e. L* higher than the preceding H.

INTENSITY
A study of relative intensities showed an average trend of 2 dB higher intensity in
stressed than in unstressed syllables. A general hierarchy of duration versus F0 and
intensity as stress correlates was established.

One specific question that has been raised is to what extent intensity is related to
properties of the vocal sound source and if source measures would be of special interest,
e.g. for eliminating inherent differences in vowel intensity. A candidate for source
strength is the negative peak ofthe volume velocity derivative at glottal closure, i.e. the
rate offlow decrease at closure. This is labelled 8", Fant, Liljencrants and Lin (1985).
Although E. and also Fo are basic proportionality Iactors for intensity, there also enter
source slopdand formanl bandwidths as important determinators adding to the effects of
formant frequency and zero frequency patterns.

Intensity also shows an inverse relation to the ¡elative emphasis of Swedish close
vowels [u:], [rr], [i:] and [y:] which are articulated with a gesture towards closure.

INTEGRATION OF PROSODIC PARAMETERS
A composite view of prosodic data of one sentence from our standard novel text is
shown in Figure 2. The functions A, B and C below the spectrogram pertain to various
methods of deriving the source amplitude E"(t). lr was found that function C, the
envelope of the negative part of the oscillogram, provides a rather close match to the
proper inverse filtering. The conclusion is that ìnverse filtering is not needed for
deriving approximate source amplitude functions, at least not for male speakers. A Hi-
Fi recording of the speechwave is sufficient.

The E"(t) contour along the utterance conforms with the low pass, LPl000 Hz,
intensity frofile. The general trend in Figure 2 is that of a gradual decline of about 8 dB
from the first stressed syllable to the last syllable which is also stressed but of greater
subjective prominence as implied by the R, function on the top of the figure.
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There are two prominent examples of articulatory narrowing causing Eo reduction, rn
the middle of the long and stressed vowel [i:] of the word skrivit, and in the [u:] of the
word sfar, which as previously discussed increases with emphasis. This fact and the
general trend of declination of intensity in the sentence complicate the use of intensity
as a stress correlate. The E"(t) does not seem to have an advantage over intensity.

The F¡ accentual modu-lations in the accent II word skrivít and the accent I words
stor and slal are apparent stress correlates adding to the basic duration correlates. In this
sentence we found a correlation R,^,=4.8+5.65¡ (r=0.9).

In a study of a whole paragrãph containíng 9 complete sentences and 23 major
groups separated by pause breaks we observed an average intensity downdrift of 9 dB
from the highest value to a value sampled in the middle of the vowel of the final
syllable of the group. Unstressed prepause syllables were found to be about 2 dB below
average values when situated at a continuation juncture and up to 15 dB lower at
sentence endings with a semantical break, in which case the prepause lengthening also
was reduced.

Prepause lengthening was of the order of 50 to 150 ms for stressed syllables and 50-
100 ms for unstressed syllables. Final lengthening as a possible contribution to stress is
usually compensated by a final intensity decline and appears anyhow to be anticipated
by the listener.

On the whole, the intensity contours largely follow the Fo contours. A typical
exception is the accent I induced L*H rise in F6 during a focally stressed close vowel.

INTERÄCTION AS A PROSODIC CUE
Lack of articulatory closure and thus of vowel-consonant contrast is a sign of
deemphasis but is also a personal speaker characteristic, Fant, K¡uckenberg and Nord
(1991a). Temporal contrasts as a prosodic feature is exemplified in Figure 3, which
pertains to the \ryord behålla tltered in focal position and in prefocal position. There is
an apparent loss of intensity contrast in the prefocal position, which is the natural
consequence of incomplete articulatory closure for Ul and an incomplete glottal
abduction for the [ft]. A related aspect of articulatory dynamics is reduction of spectrum
pattern contrasts, e.g. vowel reduction. Advanced articulatory-acoustic modeling is
needed for systematic studies of emphasis and deemphasis. Potentially, a complex of
pattern details and interactions can be related to the modification of a single articulatory
gesture, thus fascilitating the integration of segmental and suprasegmental aspects of
speech prosody.
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Council for Research in the Humanities and Social Sciences and the Bank of Sweden
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The Grouping Function of F0 and Duration in two
Prosodically Diverse Languages - Eskimo and
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ABSTRACT
This paper,discusses how F0 and duration are utilized as local prosodic cues in two
prosodically-diverse languag.es -- Eskíma and Yoruba, The analysis of text-rea.ding and
radio news-broadcasts has indicated that (I) F0 and duration-are ised in a muiually
exclus,ive way in the two languages, (2) dffirent relationships exists between F0 and
duration for the .two. lnnguages, but (i) there is a similar piinciple in the use of local
prosodic cue ín dividing a paragraph into smaller constifi¿ents.

INTRODUCTION
Languages are known to utilize a number of acoustic phonetic cues such as F0, duration,
intensity, sile¡ce, and voice quality in order to sþnal prominence, boundary, and
colere¡ce in the stream of speech. In many European languages the acoustic variables of
F0 and duration are often combined for such purposes, i.e-. manifest¿tion of lexical stress
in Genlanic_ languages, and boundary tone in French etc.. In this paper, I will discuss
how F0 and duration are exploited as local prosodic cues in Eskimo and yoruba,

tg.yling the relation between the two acoustic dimensions and how they are utilized in
dividing a paragraph into smaller constituents.

.,- Ihe _ples_e,ry pqpe! is a progress report of an on-going projecr called
"MULTILINGUAL PROSODIC RULES, with specific referencè to Eskimõ, Japanese,
and Yoruba". The immediaæ goal of the project i¡ to extract rules and parameæri which
are nelessary in orjlgr to describe the basic differences in the acoustiCpatterning of the
three languages which are chosen on a typological basis. Eskimo repiesents a-lexical
quantity language where duration is the phonetic correlate (Mase aìrd Rischel 1971,
Nagano-Madsen 1992) whereas Yoruba represents lexical tone language for which F0 is
the phonetic correlate. Eskimo and Yoruba can thus be seen as-twõ extremes in the
prosodic dimension, while Jao-anese comes somewhere in between. An underlying
assumption to^such an approach is that there is a certain correlation between propertiés oT

þBuage and its. spoken medium. A specific hypothesis for the current topic is that, when
F0 or duration is used for signalling lexical propeny such as quantity-and tone, there
must be a limit in u.sl¡g the same acoustic cue fõr other purpo-ses. Túerefore, features
other than those used for lexical information will play the major role for such purposes.

DATA AND ANALYS$
The material used for the analysis consist of a reading of (1) a short æxt which was used
ea¡lier for dur¿tion analysis in Nagano-Madsen (19-92), and (2) longer texts and news
readings which were collected from naturally occurring r¿dio broadðast. In the present
papgt, thg results from three speakers f9r each (one text-reading and two news-réadings
for Yoruba and two text-readings and one news-reading for Eskimo), were analyõd
(total recording time of 25 minutes for each language). Durational analysis was cafoed
out both using mingographs and CSL, while,F0 analysis was doné on rhe LUpp
program installed on a Macintosh.
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ACOUSTIC ANALYSIS
Duration
Durational characteristics of Eskimo and Yoruba were comparcd earlier by using short
texts (Nagano-Madsen, 1992). The most notable difference between the two languages
was the presence vs absence of extremely lengthened vowels. While in both languages,
the duration of a large majority of vowels is concentrate between 30- 120ms, Yoruba had
many extremely long vowels.

In the present study, the news-broadcast of two Yoruba radio announcers were
examined for this feature.The lengthened vowels were found to be present in both
speakers. These vowels are extremely long, some even up to 500-600 ms. Table I shows
the mean duration of lengthened vs non-lengthened vowels in Yoruba analysed from a
female announcer. There was also a notable difference in the magnitude and frequency of
the lengthened vowels in Yoruba between the two announcers (Figure l).

Table 1. vs vowels in Yoruba. Analysis of first 5 minutes
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Figure 1. Discrepcncy in the
the tv)o annauncers of Yoruba.

frequency and magnitude of lengthened vawels between
Analysis of 10 minutes news-broadcastfor each speaker.

The question arises as to where these lengthened vowels occur. Some words with
lengthened vowels have been noted and discussed in Yoruba literature for some time
(Ward 1956, Bamgbose 1966, Roland 1969). All these caægories were prþsent in the
cunent material but the examples of lengthened vowels extend much further. It is beyond
the scope of the present paper to discuss each categories and this is clearly the area which
deserves much attention from Yoruba linguists. Though the exact function of these
lengthened vowels may differ, i.e. in some cases it may be more appropreate to speak of
emphasis and in other cases of boundary and coherence, one possible generâl¡zation
which covers all the instances is to say that they all occur at initial position of major
constituents such as clause VP etc.. Inærestingly, Yoruba seems to use shortened vowels
as well, though their occurrence is fewer and not as sizable as lengthened ones. The
dist¡ibution of lengthened and shonened vowels are taken up under DISTRIBUTION.

Fundamental frequency (F0)
The durational prominence which is frequent in Yoruba ì¡/as totâlly absent in Eskimo.
Eskimo, instead, appears to use the F0 dimension maximally both as local and global
intonation. Locally, each phonological word is charactenzndby a ærminal tonal contour
H-L which appears on the last two vowel morae. At phrase-final position, a¡l additional
H is added finally, shifting the word property H-L to penultimaæ and antipenultimaæ
morae rcspectively. The phrasal H is typically lowered at sentence final position in text-

-}.
-.G

Speaker 2

Speaker 3
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material. The analysis differs signihcantly fromreading
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Figure 2. Manifestation of Eskimo
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and phrase-final contours:

RELATION BETWEEN FO AND DURATION
Perceptually, the local pirch prominence in Eskimo is signalled without marked durational
increase. In order to examine this point, measurement was done for those vowels with or
without pitch prominence (Iable 2). The acoustic measurements show clearly that local
pitch prominence in Eskimo is free from durational increment. The lengthening of vowels
in Yoruba, however, seems not to be free from the F0 dimension. Table 3 summarizes
the surface tone type of the lengthened vowels. There is a strong indication that
lengthening is bound to high or mid tones.

Tahle 2. Relntion between terminal pitch prominence and duration. Analysis of total of
l0 minutes

Table 3. Relation between the lengthened vowels and (surface) tone type in Yoruba.
on the two announcers l0 minutes eaclt

DISTRIBUTION
In the previous sections, it was shown that Eskimo and Yoruba utilize different acoustic
property as local prosodic cue. This section examines how these local prosodic
prominences, be they F0 or duration, are distributed in relation to their position in a
sentence (Tables 4 and 5). The Eskimo analysis shows that H-tone prominence is
preferred in sentence-internal position ând L-tone ending is preferred dominantly at
sentence-final position. Furthermore, there was a strong preference to have L tone at
paragraph-final position. Iængthened vowels in Yoruba were found exclusively at
sentence-intemal position. Shortened vowels occur both sentence intemally and finally,
but úrey occur consisûently at constituent final position.

Table 4. D¡sribution of
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Table 5. Distribution of lengthened and shortened vowels in Yoruba in rekttíon to
tn

49

DISCUSSION
The results of the present study support the initial hypothesis which predicts the co-
ordinative nature among prosodic properties to arrive at an efficient communication
sysæm. It has been shown that the acoustic property of F0 and duration are utilized in a
rñutually exclusive way to mark local prominence in the two languages. In Eskimo,
where the durational côntrast between single and geminated segments dominates the
utterances, the local prominence is signalled exclusively by F0 without durational
variation. Yoruba, on ihe other hand, shows wide range of freedom in the lengthening of
vowels. Yoruba data also suggest thåt the initial hypothesis to be elaboraæd further since
lengthening of vowels werè bounded to either high or mid tones, indicating strong
correlation bet\ileen tone and duration.

The lengthening of vowels in Yoruba appears to have a more complicaæd fu-nction
than pirch piominence in Eskimo, which regularly conelates with the end of phonological
word forni. Despiæ differences in the exact function of these local prominences,-3nd
despite differenc-es in the exact acoustic devices the rwo languages employ, the signalling
priñciples utilized in dividing a paragraph inlo smaller collstituents were found to be
3imUi. tn both languages, it is the more prominent form such as high pirch or lengthened
vowel which appear iñ sentence internal position, while in sentence fìnal position the
other end (low,- ór shortened) is preferred. However, it is quite common that sentences
end with H tone (in Eskimo) and lengthened vowels (in Yoruba) when read in isolation.
TÏerefore these features are better seen not as acoustic phonetic conelates of specific
linguistic entities such as sentence or phrase, but rather they are signals which are
dependent on a specific speaking style.
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F0 Troughs and Prosodic Phrasing
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ABSTRA(]T
Thís paper describes prosodíc boundary phenoftrcna in natw'ally occurring spcech. ltt tu,o
dffirent spenking styles, read and spontaneous, a sjstemutic low n'ouglr in the J0 contour
is J'ound to correlate with both syntax and topic structw'e. There is also avidence for
systematic topline declinatÌon betø¡een suclt boundru'ies, but only in the reud speech.

INTRODUCTION
There is considerable interest in the nature and function of prosodic boundaries. Knowles
(1991) identifies a set of features (temporal, intonational and segmental) wliich co-occur
with perceived tone group boundaries in the Lancaster/IBM Spoken English Corpus (SEC).
This contains 50,000 words of prosodically transcribed speech. Bruce et al ( 199 I ), working
on Swedish, investigate the temporal and intonational features of prosodic phrasing in
association with syntactic boundaries.

The iclentification of prosodic boundaries fonns the basis of earlier clescriptions of
larger prosodic domains, for example the "pitch sequence" (Brazil et al 1980) ancl

"paratone" (Brown 1977). The phonetic cues to the bounclaries of these clomains are sought
in pitch maxima on prominent syllables and in pitch movement. Brown (op cit) also claims
an internal systematicity consisting of regularly descending pitch height on stressed
syllables within each pa.ratone.

There are therefore two issues to be addressed:
(i) What are the phonetic featu¡es which cause phrase boundaries to be perceived'l
(ii) Do these bounda¡ies define prosodic dornains which also dispiay systernatic internal
features?

The present paper describes the distribution of marked flJ rninirna (troughs) in relatior.r
to other prosodic features and in relation to the text itself. ln its weakest forrn this feature
is an f0 trough which is low in relation to prececling ancl following f0 rninima; in its
strongest forrr-r it is an f0 n'ough which is close to the speaker's base line ancl displays
approximateiy the frequency in each case. The following describes the distribution of the
strong form of this boundary feature in two different speaking styles, read speech (a news
broadcast), and spontaneous speech. The aim of this research is to iclentify significant
prosodic features which can be labelled in a speech data-base, providing inforrration for
a large-scale study of prosodic segmentation.

ANALYSIS I. NEWS BROADCAST
The section of text analysed here is the fìrst news item (six sentences) in a broadcast news
summary, taken from the Spoken English Corpus. For this speaker, the lowest in each
series of f0 troughs was approxirnafely 75H2.

Syntactic correlates
In the section of text analysed there were 14 occurrences of the low f0 trough. Of these,
all coincicled with a syntactic boundary; 6 of these were sentence bounclaries (one for each
sentertce); 5 were finite clause bounclaries within a sentence, and 3 were seutence-intelìal
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phrase boundaries. Of the phrase boundaries, one marked the end of the NP subject of the

first sentence, and two marked the beginning of a sentence-final adverbial (prepositional)
phrase. Of the 15 finite ciauses in the text, oniy four are n¡.¡t markecl prosodically with a

low f0 trough.

Textual correlates
The placement of a strong prosodic boundary at minoÌ syntactic boundaries does not

appear to be random. The f0 nough which co-occurs with the end of the noun phrase

subject of a sentence has a textual function. The encl of the first noun phrase at the

beginning of a news item is often Íeated as prosodically separate; the final prominent

syllable is frequently given a falling contour instead of the non-final contour (rise or fall-
rise) normally expected at a non-final syntactic boundary. This alone gives the impression

of a degree of finality, which is reinforced if the pitch faiis to the speaker's baseline at

this point. This is the prosodic equivalent of printing the frst phrase of a newspaper

paragraph in block capitals or bold print. The pronrinence given in this way, either visually
or aurally, serves to mark a new topic in the text.

The f0 trough at the end of sentences is a predictable indication of syntactic
completeness. Its occurrence before a sentence-final adverbial is typical for professional

news broadcasts. Readers tend to mark a degree of finality at the eariiest point at which

the sentence is potentially cornplete. This rnay be related to mental processing of the text

ahead; it may also be that there is a maximum or tninimuln length for a prosodic, phrase

(if the boundaries in question can be assumed to demarcate units of some kind).

Co-occurrence with other prosodic features
The prosodic tlanscription of this section of text contains 6 rnajor tone group boundaries.

All of these co-occur with a low f0 nough. There are also 23 perceived minor boundaries,

only 6 of which are signalled in this way. Thus 12 of the 14 f0 troughs occur at perceived

boundaries. The two occasions whe¡e the feature cloes not co-occur with a tone group

boundary are before adverbial phrases. Pausing in read speech tends to be at syntactic

boundaries; it is therefore not surprising that thele is a high degree of eo-occune-nce in this

text between 1ow f0 noughs ancl pauses. Of the 14 f0 troughs, 1 1 co-occur with pauses,

6 at the end of sentences, four at clause boundaries and one at a phrase boundary. The

remaining f0 tlough at a clause boundary oo-occurs with final syllable lengthening.

Internal regularities
Across each section of tex! between nvo f0 troughs there was a systernatic cleclination of
f0 rnaxirna. This suggests that, in this speaking style at least, there Inay be a prosodic unit

- a phrase or declination domain - which is larger than a tone group, atrd can be clefined

both in tenns of its boundzuy featules and in tertls of internal regularity.

ANALYSIS II. SPON'IANEOUS SPEECH
The material analysed here was part ofa spontaneous, unrehearsed tnonologue by a fernale

speaker. As with the first text, the base line of the f0 contour was analysecl. The same

rnarked f0 troughs were observable and displayed a consistent f0 value. (159H2)

Syntactic cnrrelates
Each of the f0 troughs co-occuned with a syntactic (phrase or clause) bounclary. However,

they occurred overall less frequently than in the reacl speech and there wele many syntactic

boundaries which were not marked in this way. In the sequence analysed there were 35
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finite clauses. Only 13 of a total of 22 f0 troughs ocçurred at such clause boundaries; a
further 9 occurred at phrase boundalies (6 before final adverbialsl I before a subject
complement in final position; two after an NP subject).

'Iextual correlates
The topic structurc in this text was identified independently, pal'tly sernanrically and partly
by rneans of other prosodic features: for example there was a ¡larked increase in speech
rate i¡nrnediately prececling â new topic and tlre new topic itself co-occurred with higher
than average f0 maxir¡a. While the read text dealt only with one topic, i.e. one news item,
the spontaneous text contained a range of topics. Although the relation between syntrotic
boundaries and f0 troughs was weaker than in the read text, the association with topir;
structure remained the salne. The f0 troughs marked, not sulprisingly, the end of a topic.
They also marked the end of the noun phrase or clause announcing a ne\ry topic. (see
Figure 1)

Co-occurrence with other prosodic features
In the same stretch of speech there were 46 pauses. Of these only 8 co-occurrecl with au
f0 trough. 14 pauses were hesitation phenomena and associated with repetition or pause
fillers ("er") in the running text. 9 Occurred irnrnediately after clause boundaries, i.e. after
either a conjunction or discourse narker (and, anyu,ay,for example). Low f0 troughs on
the other hancl, if they occurred at all, occurred before a conjunction or cliscourse rnarker,
i.e. at the syntactic boundary. (see Figure i)

Internal regularities
Unlike the read text, the systematic declination of f0 peaks did not occur in this text. The
stretches between low f0 troughs were on average rnuch longer than in the reacl speech,
varying between one worcl and 68 words but averaging around 12 words. Unlike the reacl
text, these stretches did not display a systematicaily declining topline, and therefore show
no evidence of prosodic units which could be clefined in this way.

Figure 1. Waveþrm and JO contour of the text: "(She asks me things that) amaze me
sometimes I meanfor example ..". This ís the staft of a new topic. There is ¡1 !6y J0 trough
on the frrst syllable of "sometimes" and a pause ufter "for example".

J- I*r !-
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DISCUSSION
These two speaking styles are markedly different both prosodically and syntactically. The

spontan€ous speech, for example, displays far fewer f0 boundary troughs than the read

speech, and these do not co-occur to the same extent with other boundary features,

particulæly pauses. There are nonetheless similarities. The occurrence of low f0 troughs

is in each case related in some way to syntax. Both texts also have i¡ common that the

low f0 troughs sew€ to indicate topic structure. This is particularly marked in the

spontaneous speech. This suggests that the relationship to syntax is subordinate to, ol a

function of, the relationship to rneaning. Further research is in progress to examine the

dishibution of f0 troughs in other speaking styles. The topic structure of both texts

analysed so far is relatively simple. It remains to be seen whether t}re more cornplex topiu

structure of, for example, fiction is reflected in the nature of the prosodic boundaries.

Evidence for larger prosodic units is iess convincing. Only'the read speech displays any

internal regularity between boundaries, suggesting that such regularity may only be a

feature of impersonal read speech.

IMPLICATIONS
The results of this investigation support the view that the base line ofthe f0 contour holcls

important information. As Bruce (op cit) suggests, a lowerecl base line is a signal of
phrasing. My research indicates that in naturally occurring speech these lo'*v points may

signal phrase boundaries not only because they are low i¡ relation to the context but also

relative to the speaker's oÌvn range. Further research is necessary to estabìish whether this

is common to all speakers and all speaking styles. If this is so, the occurences of f0
minima oould be of use in speech lecognition, by giving not only syntactic infonnation but

also inforrnation about structure at the level of the text. Such insights might also serve to

produce a more realistic sounding intonation contoul in synthesised speech.
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ABSTRACT
This research addresses the issue of mortvating surface prosodic structure in

spontaneous French corpora through the we of three complementary metløds: ønditory,
acgu.stic-phorutic and distibutional analyses.This hybrid plønetic-plønologicøl approach
has øllowed the identification offour distinct levels ofprosodic grouping: the intonational
phrase, the rhytlvnic group, morphophonologícal bínding and the syllable.

INTRODUCTION
Recent developments in phonological theory have argued for the existence of prosodic
structue as an interface component between surface syntactic representation and
phonological representation. Prosodic structure defines the domains of application of
phonological processes which cannot be described solely on the bases of their phonotactic
environments; it delimits the domains within which pattems of prominence and patterns
of timing a¡e defined. While proponents of phrase phonology agree on the hierarchical
nature of prosodic structuæ and assume that the syllable and the foot constitute lower
levels ofthe hierarchy (Nespor & Vogel, 1986; Selki¡k, 1986), ttre degree ofhierarchical
complexity mediating benveen syllables and intonational phrases is still under discussion.

This research investigates the motivation of hierarchical compleúty in surface
prosodic structure in spontaneous French. Auditory, acoustic-phonetic and distributional
analyses provide evidence of four distinct levels of prosodic grouping: the intonational
phrase, the rhythmic group, morphophonological binding and the syllable.

METHODS
A data-base has been constructed which consists of excerpts of running speech of
approximately three minutes in length exFacted from hour-long recordings of spontaneous
conversations from a subsample of a socially balanced sociolinguistic corpus of Monaeal
French. The sample consists of eight speaken differentiated according to sex, age and
social class. Speaker ages correspond to two generational categories: twenty to twenty five
years of age or fifty five and over; an equal number of working class and middle class
speakers were selected.

AUDITORY ANALYSß
The orthographic transcription of the selected excerpts was parsed and coded for
perceived prosodic grouping and prominence. Thus, as illusrated in Table 1, three levels
of prosodic organization were identified: phoneric syllables, rhythmic groups and
intonational phrases. Perceived prominence was distinguished as either demarcative,
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associàted with the right boundary syllable ofrhythmic groups or intonational phrases, or
non-dema¡cative, secondary prominence, associated with non-final syllables.

Table l. Exemplìfication of prosodic transcription.

(l) Ah! L¿ boxel Disons qu'elle comprcndl cinq entraînemen* prhcipauxi

(2) s -ek) l-al ¡Ren/m -a llpR--elsp o/l
258 lO2 253.5 134 182 230 (ms)

(3) I = intonational phrase boundary, ) = rhythmic group boundary,
/ = syllable boundary, ) = secondary prominence.

ACOUSTIC ANALYSß
The speech excerpts were digitized on a microcomputer at a sampling frequency of 16

kHz. Segment boundaries were identified by manually placed cursors on digital
spectrogfams time-aligned with a waveform; segment durations and labels were stored in
an automatically generated file which was also coded for prominence and prosodic
grouping.

Linear regression analysis was used to model the relationship between syllable
duration and features of surface prosodic structure and syllable composition. Estimate
values revealed characteristic differences in temporal effects that are sensitive to prosodic
constituent type. Intonational phrase boundary is systematically implemented as the

lengthening of the last two syllables in the prosodic constituent, while there are

interspeaker differences for rhythmic groups. In contrast, non-demarcative prominence or
secondary stress targets only a single syllable. Moreover, degrees of temporal marking
contributes to the distinction of hiera¡chical levels.

DISTRIBUTIONAL ANALYSIS
'lVe have fu¡ther undertaken a limited distributional analysis to clarify the relationship
between surface prosodic structurç and underlying linguistic structure, This line of
research was thus initiated by taking a long and hard look at lexical sequences that were
produced with secondary prominence. All of the expressions with secondary prominence
we¡c classified according to morphosyntactic categories; they consisæd of sequences of
two nouns (N N), noun followed by preposition and noun (N de N or N à N), noun
followed or preceded by an adjective (N A or A N), verb plus noun (V N), numeral
adjective plus noun, and a few colloquial expressions.

A corpus of all similar morphosyntactic categorial sequences in the data set was

then tested, first in a judgement acceptability experiment, and second in a relational
analysis ofnormalized durations. The corpus consisted of252 lexical sequences, such as,

Ville Laval, école anglaise, petit cousin, faire une carrière, trois fois, disons que, etc.

Acceptability experiment
Two native speakers participated in the acceptability test The first speaker's task was that
of producing each lexical sequence with three distinct prosodic configurations: l) a

neutral prosodic configuration without secondary sness, 2) a prosodic configuration with
secondary strÞss on the fi¡st lexical item in the sequence, and 3) a minor prosodic phrase
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boundary after the fi¡st lexical item. The second speaker's task was that ofjudging the
acceptability of each production either as good (+), unacceptable (-) or uncertain (?).

As illustrated in Table 2, the results revealed that although secondary prominence
is optional, all sequences where judged acceptable when produced with non-final
prominence; this was also true for the neutral prosodic configuration. The test also
revealed that a minor subset of the data was judged unacceptable when the lexical
sequences were produced as separated by a minor prosodic boundary; thus providing
evidence that prosodic phrasing assignment is constrained by the categorial status of
lexical sequences. Compound lexical units werejudged unacceptable when produced with
an intemal prosodic boundary in contrast to syntactic phrases.

Table 2. Examples of acceptabilíry judgements for lexícal sequences. Data taken from
young middle c!øss male speaker.

Iæxical sequence Neural
prosodic
configuration

corde à danser

goût à (la) musique

Ville Laval

Internal
minor
prosodic
boundary

+

Relational analysis
Z-score normalization of the durations of all segments in a speaker's dataset was used to
determine syllable lengthening or shortening in standa¡d units. A relational analysis of
word final syllables in each lexical sequence used for the acceptability test from a young
middle class male speaker in the sample showed rwo pattems in the dataset. With few
exceptions, word final syllables in sequences defined as pkases in the acceptability test
revealed a pattern whereby the final syllablc in the fust lexical unit appearcd to be subject
to shonening as evidenced by a negative z-score value. In contr¿st, compound lexical
units revealed a pattern whereby the final syllable in the fint lexical unit appeared to be
subject to lengthening as evidenced by a positive z-score value. These pattems which we
interpret in metrical terms as W(eak) when the value is negative and as S(rong) when the
value is positive are represented in Figure 1.

Non-
demarcative
prominence

+

+

+

?

+

+

+

IIP

x II I
lltrvs3s

d{c. dss fo¡l . (¡¡) ¡udqs

Figure 1. Relational contrasts of lexical unit sequences and lexicøl phrases sequences os
revealed by z-score values.
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Although, in general, the results of the acceptability æst and the relational analysis of
z-score transforms coincide, there are some exceptions. Further analyses which take into
account the whole context of the utterances in the dataset should shed light on these
exceptions.

CONCLUSIONS
We have prÞsented evidence that surface temporal pattems in our dataset of spontaneous
speech differentiate between properties of phrasing and secondary prominence. As
revealed by statistical analysis, rhythmic group and intonational phrase boundaries are

associated with lengthening of the last two syllables of the prosodic constituent, we call
this modality of implementation wide scope prominence marking, while secondary
prominence targets only one syllable, and thus is interpreted as narrorv scope prominence
marking.

A distributional analysis of a subset of the corpus has allowed us to examine some

of the relationship benveen auditorily derived prosodic units and morphosyntactic
categories. Thus lexical compounds in Montreal French cannot be split by a minor
prosodic boundary. Moreover, lexical compounds apper¡r to have a characteristic rhythmic
pattern. The fint lexical unit in the sequence is lengthened as measured by z-score
normalization. This contrasts with sequences that may be interpreæd as syntactic phrases.

These sequences may be split by a minor prosodic boundary, and the first unit in the
sequence is subject to shortening as measured by z-score values.

The structural constraints on prosodic phrasing are not paralleled by thg

distributional properties of secondary prominence; both lexical compounds and syntactic
phrases may be produced with secondary prominence on the first unit. However secondary
prominence, although optional, is positionally constrained; it targets the last syllable of
the fi¡st lexical constituent, and thus provides evidence of an intermediate
morphophonological prosodic domain in the dialect of F¡ench under analysis. Further
resea¡ch will extend and clarify ttre relationship between absract phonological structue
and phonetic pattems.
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How to tell H%o from L%o
in right-detached expressions in Norwegian
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ABSTRACT
Native listeners' perception and identification of bowdary tone - eíther low (LVo) or high
(H%o) - in East Nonvegiøn intonation contours is determined by rutre than just the
presence of a falling or a rising tune at the end of the contour. Empírical evidence
supports the claim that the H%o-L% distinction in syntacrtcaþ right-detached particles
which are lexícally specified for boundary tone is accessed most easily if H%o is
expressed inside and LVo outside a focal Foot. This paper accounts for the observed
cowtraints.

INTRODUCTION
We assume, with e.g. Pierrehumbert & Hirschberg (1990), that intonation contours are
composed from pitch accents (word accents), pårøse accents, and boundary tones.The
paradigmatic opposition between ahigh (H%o) and a low (LVo) boundary tone in East
Norwegian intonation has a more important function with some sentence elements than
with others. It is especially important when it is used to differentiate right-detached
particles that ælect HVo from those that select L7o. Syntactically right-detached ('tag')
particles in spoken Norwegian are all attitudinal markers; some of them a¡e realized on an
LVo slope, others on an åI7o-slope, while some permit either boundary tone, with a more
or less determinate difference in pragmatic meaning between them.

THE EXPRESSION OF BOUNDARY TONES IN EAST NORWEGIAN
East Norwegian intonation is characterized by a syntagmatic contrast between focal and
nonfocal phrase accents, the relevant prosodic phrase being the F(oot) (e.g. Fretheim
1992, Nilsen 1992). Each F st¿rts with an obligatory prosodic word manifesting a left-
edge word accent, which is.L* for Accent I and I/* for Accent 2, and is optionally
followed by one or more unaccented word forms. The F also contains a phrase accent
manifested as a right-edge.Ef.

F constituents arc grouped together under the IP category (Intonational Phrases) in
the prosodic hierarchy. The IP is phonologically more akin to the íntermediate phrase of
Pierrehumbert and Hirschberg, thanto their intonationnl phrase. The phrase-accentual ll
is raised to a higher F0 level at the end of an lP-frnal F, due to afocus tone which is a
right-edge IPJevel tonal phenomenon and a defining property of the IP.

A rising tune triggered by focus tone is a prerequisite of the expression of a minimal
L%o-H%o distinction at the end of East Nomegian utterances. A postfocal F generated
outside the IP category will lack focus tone and will therefore not be a possible vehicle
for the generation of HVo.

We contend that the East Norwegian system of intonational phrasing is not optimal
for the expression of the L%o-HVo contrast. When the boundary tone of the IU (=
Intonafional Utterance) is HVo, that tone will coincide temporally with the phrase-
accentual H if realizp,ó inside IP. Our ability to perceive an abrupt decrease in F0 as a
falling tune triggered by L7o must depend at least partly on the extent of the F0 inærval
be¡¡¡een the earlier maximum and the later minimum, and on the duration of the ûemporal
interval between those maximum and minimum points in the intonation contour. An
utterance-final syllable placed outside the IP domain enables a speaker to let the pitch
drop from beginning to end in the syllable. On the other hand, an utterance-frnal syllable
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which is F- and lP-intemal is realized on a F0 rise toward the target tone ^M before the F0
can start falling to L% n the same syllable. Under no circumstances is it possible to shift
the Fì0 maximum from the lu-final syllable to the prcceding syllable in order to leave
more room for the fúlto L%. One may ask whether the fall component of the local rise-
fall contour of the final syllable can be extended in the temporal dimension to a point
where the fall is perceived to be just as prominent as the falling tune on an lP-external
particle. How much can the fall at the end of the utferance be stretched out t€mporally
without loss of naturalness? Provided that the fall component of the rise-fall patærn
aligned with the lU-final syllable is longer than the rise component, do we perceive the
boundary tone as L%o rather lhanH%o?

\Ve suspected that the answers to these questions might differ depending on whether
the lU-final syllable is or is not a right-det¿ched pragmatic particle that selects L7o. Using
utterances whose final syllable dø could conceivably be interpreted either as a pragmatic
particle or as a æmporal adverb, we set out to test that assumption,

DA - A MULTIFARIOUS NORWEGIAN WORD
Most if not all uses of dø in present-day Norwegian derive from the pro-adverb meaning
'fhen', which is used with reference to temporal as well as conditional clauses. As a
right-detached particle, d¿ has two discemable functions which, although they are related,
should be kept lexically apart due !o distinct sets of formal lexical properties. LVo-da ß an
inference particle, and H%o-dais a 'polarity reversal' particle (Fretheim 1989): the speaker
attributes beliefin the expressed proposition to the hearer, and challenges the hearer to
reconsider hidher belief. While LVo-da may be attached either to an intÊnogative or to a
declarative, H%o-da requires an interrogative 'host'. Also, in South-East Norwegian
casual speech, the initial stop segment [d] of the polarity reversal panicle may be elided
but that of the inference particlè may not

The test senûonce chosen was the intenogative Bodde de der da? (lit.: lived they
there then?). As noted above, interrogatives license both L%o-da and H%o-da. Ten
speakers of South-East Norwegian dialects were asked to listen to seven different
auditory stimuli, each played three times. All seven utterances represenûed broad-focus
intonation patterns with a focally accented time adverbial d¿r. Da was inside the focal F in
two utterances, and F- and lP-exæmal in the remaining hve.

Figure I is a F0 tracing of a male East Norwegian speaker's utterance of. Bodde de
der da?. The final F0 movement is to the right of the lP constituent and is distinctly
falling. In Figure 2, da appears inside the focal F, which contains a succession of
phonologically significant tones 11 and L%o, a næ,-fall contour produced in the course of
the unaccented syllable da. (The parenthesis notation indicates the hierarchical IU
stmcture. Vertical bars between tone specifications show F boundaries. The dotæd
vertical line in Figure 2 marks the beginning of the deliberately prolonged but not
unnaturally long syllable da in that utterance. Observe also the [L] in the prefocal Acc€nt
2 Foot, whose function is to preserve the so-called Obligatory Principle (OCP), which
applies to Norwegian Feet but not across F boundaries.)

Hz
220

59

t00

H* tLl Hl L* Hl
( ( (2bodde-de ¡) (IDER F) u')

Figure I
IP-extemal L%o-da

L%
da ru)
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220

t00

Ilz

H* t¡,l Hl L* H
( ( (2bodde-de ¡) (rDER-da r) u') ru)

LVo

Fígure 2

IP-intemal L%o-da

Figure 3 displays the F0 con¡our of the other utterance whose tag particle was placed
inside the IP domain. This is the situation where the focus tone and the boundary tone
coincide at the end of the IU.

fJz
220

100

Hú tlt H I L: HtHç
( ( Gbodde-de r) 0DER-da n) ¡p) ¡u)

Fígure i'
IP-ínterrulH%o-da

IDENTIFYING LVo ÄND HVo
The task of our ten South-East Norwegian informants was to select one of the three
suggested interpretations A-C. They were told to select C only if they felt that neither,4,
nor B was applicable. The stimuli were presented in a random order.
A - Er davírkelíg siliker pâatdetvar d¿r de bodd¿?

('Are you really sure that that wæ where they were living?')
B - Bodde d¿ der, altsû?

(a request for confi¡rnation of the assumption that they lived there)
C - Bodd¿ d¿dêrpàdentída?

(Did they live ther€ at tl¡at time?')
The particle in the intonation contour of Figure 1 was identifïed as the inference

pattrcle LVo-do by nine out of ten informans; only one person associated that utterance
ylth inærpretafion.4, and no one chose the time adverb inærpretation. The lU-final F0
fall in Figure 2 on the othpr hand caused only two informants to identify the pa*icle as
LVola3{our chose paraphraser{, which we iríterprct to mean that they idäntifièd dø with

"H%o-da in spite of the fÏnal fall, and another four found C to be the only possible
poraphrase of what they heard when they were faced with the contour of Figuie2. Eight
infonnants identified dø in Figure 3 as the polarity reversal matker H%o-da, while ihe
remaining two chose the inference interpretation B.

Our informants' reactions to the intonation contour of Figure 2 is remarkable.
Acoustically there is just as much of a final falling contour in Fígure 2 as in Figure I,
How can we explain that a majority of informants paid attention to the falling tune at the
end of Figure 1 but apparently ignored the fall at the end of Figure 2? The intonation
structures ofFigure 2 and Figure 3 sha¡e one feature that distinguishes both from Figure
1, narnely the intonational phrasing. The rise to the focal ma¡<.imum in the lP-final syllãble
is entirely wittrin the unaccented syllable d¿. In other words, there is a rise-fall côntour
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for da in Figure 2, as opposed to the straight fall through the right-detached particle in
Figure 1. While a rise-fall tune in the lu-final syllable may be good enough for the
realization of L% n most cases, it seems that the rise component must be eliminated
altogether when ttre fall triggeredby L% is on a right-detached pragmatic particle which
sele*æ L% realization. Even if the fall component of the rise-fall at the end of Figure 2
has a longer duration than the preceding rise and also a longer duration than the fall in
Figure 1, the rise to ttre focal maximum appears to ounveigh the ensuing fall.

Observe that there is no rule saying that a right-detâched particle must be IP-
external. Dø was consistently identified as particle in Figure 3 where it is lP-internal; the
favoied inærpretation of that utterance was A. There was more uncertainty in the
informant group when what was intended to be H%o-da was placed outside IP. The
utterance with an lP-extemal rise showed five votes forÁ, two for È, and three for C.

To conclude, the right-detached inference particle L%o-damust be F- and lP-extemal,
because otherwise it would be impossible to produce a particle whose F0 movement is
falling from the start. A tag particle that is lexically specifï'ed as an L%o item does not
toleraæ a rise-fall contour on the particle. This ñnding supports the Boundary Tone
Agreement Condition (BTAC) postulated by Fretheim (forthcoming). He found that
when an East Norwegian utterance contains a sequence of right-deøched particles, they
must be either all L% or all H%, fomrjrng either a falling melody, or a rising melody,
through all right-detached items. The result of our perception and comprehension t€st -
which is going to be followed up by a similar æst in which synthetic stimuli will be used

- indicates that even when there is a single monosyllabic right-detached particle at the end
ofan utterance, the syllablc must bc pcrccivcd as producing a falling tune from beginning
to end in order for the particle to be identifie d as an L%o iæm. While the final fall in Figure
2 above may count as an L% fall if the word form is understood to represent the clause-
intemal timè adverb, it does not count as L?o if dø is supposed to be the right-detached
inference particle. Phonologically this is a weird situation. It seems that we are not able to
identify the boundary tone in Figure 2 conectly unless we know whether the final lexical
iæm is a pragmatic particle or the time adverb. If it is the latter, then the boundary tone in
Figure 2-is L%; if it is the former, then the identity of the boundary tone m-ay be
inileterminable, due to the fact that the BTAC applies to.right-detached particles like the
inference marker LVo-ila. Our investigation has shown that the phonological analysis of
the intonation structure ofFigure 2 may depend on which dø is being used.

Why did as many as four out of ten informants associate the utterance whose F0
contour is represented in Figure 2 with paraphrase A? One might expect it to be just as
difficult to identify the IU-final rise-fall in Figure 2 with H%o as with L%o. The intutions
of those four pebple combined with the large number of votes for an H%o-da
interpretation ofFigure 3 suggest that the preferred realization of H%o-dais anlP-inærnal
¡ealiàation. Utærances with an LVo partrcle are seen to become acoustically maximally
different from utterances ending in an H%o particle when the latter kind of particle is
inægrated in ttre prosodic F domain and dre former is placed outside F and IP, unaffecæd
by the strong tonal constraints on the form of East Norwegian IPs.
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ABSTRACT
We propose here ø m.ethodology and tools for the semi-autom.atic constitution of a
intonative generation module. .

The first stage of the work was the analysis of a corpus recorded by a reference
speaker and based on a set of linguistic presuppositions. These presuppositions are
based on the concept of some stuctural rendez-vous between the dffirent levels of
text ononepartand the prosody.ontheotherpart Theprocessingolthedatacorpus
was organizedinatop-downhierarchy: sentences, clnuses, groups andlexicalunits. The
minimal symbolic unít ís the syllable. For every level in the hierarchy, several initial
classes of Fo contours are defined, each initially described by a maximal set of linguistic
pqrameters. The validity of each class ís first verified. Then the unification of the classes
is systematically tested, using minimal pairs oppositions on the linguisîic pqra,neters.
For every final class an ayerage-contour is computed, which is a global form for this
class. The result is a hierarchically structured dynamíc contour lexicon of globøl
intonatíve forms for which every representative is associated with a minimal set of
dis tinctive attibut e s.

Generation of prosody then consists in the calculation of prosodic paaerns by the top-
down cumulative superpositiotts of contours taken from the lexicon. An application is
the automatic generation of prosody in a teat-to-speech synthesis system, which must be
adapted ø a given application.

INTRODUCTION
The main difficulty that text-to-speech (TtS) synthesis has to deal with, is the

generation of a well formed intonation on the sole basis of textual information and a few
eventual extra-linguistic parameters concerning the speaker(s) and communication
situation. Intonation is, nevertheless, a verbal language phenomenon (Bolinger, 1989).
The transition from text -i.e., from written language- to speech is rather artificial or, at
least, somehow special. Certain theories have suggested congruency relationships (that
is, partial identity projections) between syntactic and intonative structures. We have
adopted, in this study, a less restrictive perspective: intonation per se calries specific
information and refers in fact to a particular performance structure of spoken language
(Monnin & Grosjean, in press). The great coherency of the language structures implies
that other linguistic structures are covered by intonation as well, in a somehow redundant
fashion, especially in read-out text. This suggests the existence of rendeT-vous nodes,
frorn which sub-structures could be isolated. Specifically, this refers to the isolation of
the sub-structures' global form, without expecting, however, to interpret its logic.

The aim was to propose a methodology with which a module could reproduce a
specific utterance from a corpus (of a single speaker in a defined communication
situation). This phonetic modeling corresponds to a lexicon ofglobal intonative forms.
It is structured according to a hierarchy of rendez-vous node levels. This lexicon, which
is specific to the speaker and situation, links a symbolic input with a physical output,
without explicitly involving the phonological level, although it is implicit in the structure
of the lexicon.
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CORPUS DESIGN
Prosodic codlng

The prosodic pãrameters selected for this study are the fundamental flequency FO-and

duratioñ, and the minimal suprasegmental unit for both is ttre syllable (Campbell, 1992)
even if this choice is not necessarily definitive @arbosa & Bailly, 1993). The relative
importance of F0 and duration in a given utterance context is subject to the choice of the
speaker (Caelen, 1992).- 

For the segmental level, F0 was coded with three values (beginning, maximum
excursion, end) for each syllabic nucleus. The duration was coded in two successive
stages. For the segmental level, start and end points were stored for each vowel. For the
supla-syllabic levèl, syllabic durations are measured on the stored syllabic F0 contours.
Thèn, d measure termed prosodic syllable length is calculated for every syllable. Its
intent is to quantify that part of the syllable duration which is not ascribable to inherent
segmental phenomena, and it is calculated by subtracting the duration of a reference
syllable from that of the syllable in the natural corpus.

Constraints: minimal pairs
The first step of the study presented here is the constitution of a corpus based on strict

constraints of minimal pair oppositions which are supposed to give prominence to what
we refer to as rendez-vous between the intonation and the linguistic structure nodes. The
linguistic units are hierarchically organized: the highest level treaæd is the sentence,wlile
the-lower levels consist of the cløuse, fhe group, and subgroup (experimentally, it was
confirmed that the suhgroups exist inside the groups of 5 or more syllables long).

The factorial design of the corpus is based on the combination of minimal oppositions
wittrin attributes at eãch syntactic level. The basic opposition at the sentence level is one
of sentence modality: declarative interrogative, or imperative. These modes are
subdivided in fairly classic ways, declarative into positive and negative, and intenogative
into direct, introduced, inveried, and elliptic. Sentence length in syllables was also
treated, via sentences from 3 to 2l syllables long (see examples in Table l).

At the clause level the oppositions concern syntactic dependency or embedding, linear
position, and clause lengthi. If either a clause is embedded or it is the matrix clause in
which another clause is èmbedded, it is classed as linked; if not, it is unlinked. Unlinked
clauses may be isolated, coordinated, or juxtaposed. Dependent clauses may be verb
dependent òr noun dependent (see examples in Table 1). The clause may be-in initial,
médial, or final position in the sentence, and length in syllables runs from 3 to 9.

The length ol the groups varies from 2 to 15 syllables. Different values are defined
for the nature of the group: nominal, verbal, adjectival, adverbial, and "grammatical
word" group. The nominal group (NG) has been more most closely studied. When the
NG is óvei4 syllables long, it is arbitrarily decomposed into sub-groups. For small
NGs (i.e., 4 syllables or fewer), the group is the terminal level. The functions of NGs
are subject, ób¡ect and complements. The absolute position inside the clause is an
attributè of the group. A relátive position attribute is used, in pafiicular for the NG in
front of the verbal gloup. During the analysis phase, this attribute was revealed to be

redundant with the subject attribuæ.
A sub-group is a constituent of NG more than 4 syllables long. It can vary between 2

and 12 syllab[es. If the higher group is a syntactically simple one, the next leveJ of
constituents is the word. This type of sub-group is characterized by the categorial values
of the word (grammatical word, adverb, adjective, noun, auxiliary, conjugated or
composed verb) and by the relative position of the adjective in front of the noun. If the
highèr group is complex, the decomposition depends on the nature of the group structure:
foi an-enumeration structure, thè sub-groups each correspond to an enumerated
constituent, while in case of a dependency stn¡cture the dependent constituent is treated
like a group. Also, this last case, where the sub-group is "promoted" to group status, is
the only case where the sub-group is not also a terminal level.

Thamorpho-syntactic values iepresented in the corpus are equivalent t9 the output of
the automatic text analysis performed Stefanini et al.(1992) at CRISTAL (Grenoble).
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Table 1. Selected examples ofthe successive levels
attributes in the sentence level examDles
interogative direct

inve¡ted

attr¡but€s in the clause level
linked
attributes in the group level

examples
subord. verb->clâure Je venai si /¿.r enfants iouent

Tu viens ?

Viens-tu ?

examples
Izs enÍants jouaignt sur la chaussée
lzs enÍants jouaient sur la chaussée

Je vois les enÍants.
Les enfânts ioùate¡t sur ld chaussée

length
pos. in ùe clause
function (NG)

3 syllables
initial
objecr
verb deDendent

attrib. in the sub.srouo level examnles
pos. in the group befofenoun Les peîits enfants jouaient sur la chaussée.

METHODOLOGY OF' ANALYSIS
The database, once recorded, was constituted according to the design described above,
associating the phonetic labels, the syllable boundaries, the segmental and syllabic F0,
the segmental and syllabic duration codes, and ttre linguistic attribute vahes.

The main hypothesis underlying this methodology is that each linguistic level (i.e.,
sentence, clause, group, and sub-group) corresponds to a global intonation unit,which
can be performed by varying intonation forms (extracted from contours). At the lowest
(ærminal) linguistic level (sub-group, or group, as appropriate), the contours of the unit ,
which is also a terminal intonation unit, are defined directly for each syllable by the
syllabic F0 and the prosodic syllable lengths . At the higher linguisiic levels', the
contours of the unit, which is a non-terminal intonation unit, are defîned by length
attribute (number of syllables) in all cases, but by the syllaåic F0 exclusively for the first
and last syllable of the unit considered (i.e., sentence, clause, or group). The intonation
contours will thus be modeled by a simple declination line for the non-ærminal units and
by a (short) string of values for the terminal units.

These different intonation contours in the corpus were automatically segmented for
each level, and were exhaustively and hierarchically grouped at all levels accôrding to all
the attribuæ values applicable to that contour at that level.

Further analysis consisted of verifying the homogeneity of intonation contours
according to the different combinations of linguistic attributes, and this was done at every
level. For the non-terminal levels, which are declination lines, statistical criteria were
used, but in the absence of objective criteria for judging similarity of the terminal
contours, where values are defined for each syllable, we used visual comparison.

Thus, at each linguistic level, classes of intonation contours are defined, each indexed
by a set of attribute values. A representative contour, termed the mean contour
(henceforth MC), is calculated for every class.

A lexicon, hierarchically following the linguistic levels, is then constituted with all the
MCs, each indexed by the appropriaæ attribute values.

GENERATION OF INTONATION IN TtS
The text input to the synthesizer is processed sentence by sentence. The automatic text-
to-phonetics and morpho-syntactic analysis yields the linguistic attributes. At the
suprasegmental level, generating the intonation for an input sentence consists of the
hierarchical calculation of a syllabic F0 pattem from the first, non-rerminal level (the
sentence)-down to the terminal level (the group or the sub-group, as appropriate) and
finally, of a prosodic syllable length pattern as well, though only at the ierminal level.
The declination line of the sentence is fixed fi¡st, ¿nd then this paitern becomes the input
pattern of the clause level calculation module. The average-Contours of the sentenie's
component clauses arejuxtaposed to define a "local' declination line for the sentence, and
this local pattern is w_arped to th€ input pattern. The resulting pattsrn becomes the input
patærn for the group level calculation module. When groups aie divided into subgroups,
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the group's MC is warped the same as those of the higher levels, and processing
contiìues to the terminal subgroups. Since the average-contours of the subgroups and
terminal groups are not simply declination lines, one is calculaæd in order to guide the
warping process for the terminal group or subgroup. Finally, the prosodic syllable
lengths are retrieved and associated to the F0 pattern. The output of the suprasegmental
calculation of the intonation is a pair of functions specified in discrete syllabic steps, one
for F0 and one for prosodic syllable lengths.

The last step is the "segmental" calculation of the intonation pattem. We have seen
that F0 is coded with three values for each vowel. These values control the synthesis at
the beginning, the middle and the end of the vowel. The acoustic curve of F0 is
calculated by a Spline function interpolation between these points, and the curves for
consonants or clusters are interpolated between vowels with the same Spline function.

The durations of the syllables are modified by the intriasic and co-intrinsic values
already used during the analysis of the corpus.

CONCLUSION
The hypothesized rendez-vous between prosodic strategy and the corpus structure

design might have been invalid, either generally or for our speaker. In fact, the results
show that fhe rendez-vous was quite cleady made and consequently the resulting
synthesized intonation is high quality. That can be explained partly because of the
specific situation chosen, a set of sentences read in isolation without any coherence
outside the sentence level.

One unsatisfyiug poirrt in this study is the duration processing. Presently, it is
debatable whether it is the syllable or the group inter P-Center (Barbosa & Bailly, 1993)
that is the appropriate unit to be chosen.

An application of this method of corpus constitution and analysis should be considered
for other applications. Conceming a given language, an extension of this work could
include building a database of MCs representative of different prosodic strategies (man-
machine dialogue, multi-media bureautics, or remote control...).

The explicitation of the phonological level underlying the lexicon is one way to
generalize such model (Hirst & Di Cristo, 1992). Another way is the systematic
unification of the classes of MC, or the learning thrue a stochastic model such a neural
network (Traber, 1992).
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ABSTRACT
TNs paper presents a cløracterization of ùratbrul contows based on pløsing relatiotts
between notíceable øcowtíc events and an internal clock. We generate segmental
duratiotts in two stages : the dwatíon of a rhythtaic progratnmíng unit is computed
accordíng to a reference clock and tlun is distríbuted a¡nong its seynental co¡tstituenn. A
perception eryeri¡n¿nt evaluates the nccessity of tlæ rhytlunic patterns found in analysis.
A methodfor mastering speúcr's speech rate ß fus.cribed md ß analysed to propose
some guidelùæs for tle integruían of the pawe plut ottuenon into øtø¡¡atic generatíon.

INTRODUCTION
"(...)intonation manrges to fu what ít does by continuing to be wltat it is (...)" @olinger,
89). That is our point of view about prosody: it performs a linguistic task under biological
constraints. Perception is guided by motor schemes: listeners use information from
kinematic patterns (Viviani & Stucchi,92).

We assumc thc existence of an underlying intemal clock, a timekeeping function,
used for synchronization of impulscs transmined m the muscles (Turvcy et a|.,9{J).We
show that the regularity ofthis clock is maintained through pauses (cf. section 3).

'We generate segmental duration by a wo-stage model (Campbell, 9l) but our
approach is different from Campbell's becausc duration is obtained by a control signal
emitted at each Perceptual-center (PC).

I. TTIE INTER.PERCEPTUAL.CENTER GROUP
A two-rate, 88-sentence colpus u,as.explored in o¡der to study the rhythmic pattems of
read sentences. It was designed for answering at: (1) a¡e continuously increasing patterns
(cf. fig. 1) needed to the p€rception of accentuation or are they just an artefact of
production consraints ? (2) Are this tf'pical configuration needed to the perception of any
kind ofisochrony in French connectcd speech ?

Pompino-Marschall's experiments have tried to estimate an absolute localization for
PC using syllablelbeat andbeatlsyllaåle sequences. Despite the diversity of the
consonants the PC seems to bc at the neighbourhood of the vocalic oriscl The percepdon
of rþmentary ternpo is bener characterized by inter-PC intervals.

Thus the PC location in or¡r work is fixed at the vocalic onset. The imponance of this
event is largely developed in the literature (Dogil & Braun, 88; Sævens & Blumstein, 78;
Fant & Kruckenberg, 89). The te¡m PC will be maintained because of the allusion on
perception and our hypothesis of an internal clock guiding the production of the
programming rhythmic units, Thc lenghtening of IPCGs is characterized by a singlc
factor &, by computing Iæ*p (p ¡ + k.oi ) = IIDCG duration, where ¡r ¡ and o¡ are the
mean and standard deviation of the log-transformed durations (in milliseconds) of the
realizations of the phoneme i from a corpus of logatoms at comfortable ¡ate. Rhythmic
patterns of the corpora are characterized by & averagcd for each IPCG and scgmental
durations are in tum computed for synthesis by the exponential expression above.

The analysis of the corpus evidences a rhythmic pattern by concatenation of
elementary movements (cf fig. l). These movenrents are monotonously increasing, rnrrk
clearly prosodic boundaries, start with a reset of & at 0 and exhibit a more or less
exponential increase.
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Results
Considering all subjects 77Vo of A answeÍs are obtained. Taking also the question-mark
answers the rcsult is 65% of A,20% of B and 15% of ansurers.

%A

7S Nll
48 54

JP

67

2, THE PERCEPTION EXPERIMENT
Method
Ten pairs of sentences were used for this experiment. They were listened in binoral
preseìation by eleven subjccs working in thè laboratory but not in synthesis domain'
The duration of the æst was between 10 and 15 minutcs. Each pair contains a refcf€nce
durational pattem (A) and a patt€rn to be tcst€d (B). The two soquenc€s (AB and Bâ)
were listen-ed in random ordêr within a sessio¡r. Listcners were asked to answer what
sentence was the nnre nannal by p'ressing on thè keyboard "l" to the ñnt one,'2" to the
second one or "?" if a doubt peniìts. Listcning may be repeated twice. An cxample of a

s€ntcnce pair is showed below.

< Quand crcst fini, rappelez Monsieur Dupottt ù son bureau. r
Figure l. ,Senre nce 5ó : Emnple of A and B corfigwaiorc. Discrete values. of k are

conñicud by línes þr søttc oÍ visibítity . Prosdic fro:ups are represented by thickzr lircs .

îhe last IPCG of the uterance ís rot presented lere.

The A confïguration was obtained by calculating the successive k-fac1øs of all IPCGs
in a sentence. l¡iúre n configuration k-facon preciding the accent were set to 0 and the
ones associated with thc aðce¡t werc not módified, Segmental durations in the two
configurations u¡ere computed by applying the fonr¡ula mentioned abov-e..Segmental
duradons in A pattems aré differ€-nt fiòm thé ones in the natural- sentences ft is averaged
in each IPCG)but since the IPCG durations are the sarne, the VO timing is identical in
both ones. Siient pause durations and all other param€ters werc unchanged. A high
quality speech analysis/resynthesis system was used to obtain the above parameters
(Moulincì,92). We-are testing the perceptual prominence of a gradual versus an abrupt
pattern of accent realization.

A

B

100

50

Figare 2, Mean scores of A answers by snbiect and rnean over øll subiects

There were no significant effect of prescntation ordeL All,listeners agree on the
diffîculty of the task :1'Ouring the experiment I thought I have changed the criærion of
unerancè choice. At the beginning, I have chosen the ones we¡e rprc constautl cotrcerî1îg

BA Totsl¡,77 %
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=t,t:22;32 r,6t2523.5
only vcry slow and

slow latcs
4,4 1,05 L70

P=3,1 ;3,9;48
p=39;4,8;5J

the rhythm" (JLS), "I have chosen utterances that werc the most constant at. rhythm
level." (OD), "Are you sure they arc not identical ?" (IYA) !!

Results show subjects'preference for the gradual accent realization, despite the
finesse of tlre task. The term co¡sfønf was used to opposÊ th€ two stimuli.

Discussion
The clear general preference for the gradual pattern lead us to think ûar this configwatiør
is necessary to the accent perception, Too small differences between A and B
configurations explain tlre poo scøe ofone ofthe utt€rances.

Lack of lengthening of previous IPCGs sounds abrupt. The inæmal clock hypothcsis
may explain the subjects' perceptual behaviour : shorter IPCIs a¡e cues of an unexpected
local acceleration. Gradual lenghtening contributes to the perception of isosyllãbicity
@u92, 87 ; Lehiste, 77). But there is no implicit ccinclusion that human beings use k
coefficients to produce the accent pattem.

3. TOWARD A MODEL INCLUDING PAUSE EMERGENCE
About the clock beats
Grosjean's performance structures are built using pausc duration as a cue of the strength
of corresponding prosodic juncture (marters here). Grosjean's approach do not take iñto
account an underlying ràyümic activity which constrains pause durations to be realized
by an inæger number of clock units (Fant & Kruckenberg, 89): this is illustrated by the
relatively low 86% correlation berween cues obtained at iwo different speaking ratês in
their experiment (Monnin & Grosjean, in press).

2,60,8

\n 3,45 450 5,s5 3,$ 438 5,25 6,13

Figure 3. llísrograrns and clusters by nwnber of IPCGs in tlu PG

. _A five;ra¡e, 20-sentcnce corpus was recqdcd, pronounced by our speaker in order to
evidence the influence of páuse insertion on the rh¡ithmic sructuie. Thii experiment aims
at developing an, automatic generation of duration'including the pause pheñomenon. The
speaker was asked to answer to interrogative synthetiC utteiances with predefined
sentenoes. These utterances were obtained using our tÊxt-to-speech system by multiplying
l¿ i and.oi by a phonation factor (Wightnran etAL,gz) .

The analysis- of this corpus confirms for all raûes the general trend of rhythmic
pattems: -80% of them a¡e monotonously increasing. To stuãy the pause emerg-ence a
characterization oftotal du¡ation ofPGs liave been déveloped: ihe ¡ado between ihe tot¡
duruion of each PG and the inæmal clock duration is computed.

Thc choice of an intemal clock duration is panicularly'delicatg but necessary. How to
choose an unaccented unit if lengrhening is gradual ovér the PG-? Taking intó account
than (l) the last IPCG in the prosodic group is clearly the main lengthened unit; (2) if
there is- a pause, we cannot separ-¿æ silent and sound i-ntervals : they are elements of the
sarne phenomenon @uez, 87); (3) the first IPCG of a FG is oftcn sñortened, the internal
clock durations arc computed for each uüerance as the mean among the non-accentuated
IPCGs. We assume that there is a reseting of the internal clock after-the accent realization.

l IPCC IPCGs

IPCGs
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These ratios were submited to a cluster malysis for eaqh PG length (cf. fig.3). Clusters
are similar between the rates. Tlre analysis was made over tl¡e five rates (in order to have
statistically sigriñcant data).

Results
Mean values of the clusters are closely associatcd with integer number of clocks. The
standa¡d deviations ¡eprcsent betwoen l0 6 ?n% of the respoctive nreans.

We then observed each cluster for cach i¡dividual rate : (l) the additional clock units
are associated u¡ith thc preserrce of silent pauses in slow rates and or¡ly lengthcning in the
fastest rate (except for the strongcst ma¡kers); (2) when there is a silent pause,
lengùening of the peceding group is rcpresented by an int€ger number of clock units; (3)
the srongest marters a¡e associated with tlre greatcst vaû¡es of the ratioc.

4. COMMENTS AND PERSPECTIYES
Sonre deviations in tlrc cluster sets may be duc to wrong segnienAdons (several unvoiced
plosives after silent pauscs) and the choice of the clæk unir

Automatic generation of duration will depend on thc strength of the prosodic marker
associated with the juncture : strongest markers will receive nrore clock units. The main
differences between the speech rates rire. : (1) the frequency of the inærnal clock cleady
differenciates the rates (exccpt very slow and slow rdtes) ; (2) in slow raæs the subject
seems to prefer lengthening plus silent pausc to realize the accent whereas in fast rates,
only lengthening ; (3) marters can be removed in fast rates to form a PG that rrill contain
more IPCGs (markcr dclction)

In this perspective, rhythmic patterns ar€ rnonotonous decelerations which nrodulate
in frequency a ca¡rier clock.
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ABSTRACT
This article presents a complete algorithm lor the generation of intonation (Fo
contours) for the Greek Text-To-Speech system, based on a multi-layer label structure
that is constructed for the phonemes representÍng the input text. This structure
consr'sús of the phoneme's distinctive features, the posìtion of the syllable that the
phoneme belongs to, the prosodic label of the word that the phoneme belongs to, and
the phoneme's prosodic context in the sentence. According to the contents of that
stÍucture, the algorithm assÍgns to each phoneme of the input sentence a target pitch
level to be reached either at the beginning, or the middle, or the end of the phoneme.
When all the phonemes have been assigned the appropriate FsJevel, the overall pìtch
contouÍ is constructed by linear interpolation between the successive F6 levels.
Althougþ the method proposed seems to be a rather abstract approach, it takes ínto
consideration linguistic, phonotactics and metrical constraints of the input and not
linguistic constraints alone. In addition, the method is espcially suited Íor languages,
such as Greek, which are inllectionally rich and have gÍeat freedom of word-order.

PURPOSE AND SCOPE
To improve the naturalness of the synthetic speech, numerous methods have been
proposed, all of which differ in both the phonetic and the phonological representation of
intonation (Hirst, 1992). However, from the most radically concrete positions of
Pierrehumbert (1980) to the abstract representations of't Hart, Collier, and Cohen (1991),
and to the even more abstract approaches of Carlson and Granstrom (1973), il is evident
that the choice of a particular prosodic model strictly depends on its purpose. The aim
of our model is to produce high quality intonation contours for the Greek TTS-system,
developed in Wire Communications Laboratory for the practical application of one-way
information broadcasting i.e. reading newspapers and books.

To this end, the model is based on the results obtained from an extensive study of
Greek intonation that wâs carried out on text material recorded from just one speaker,
who was strictly instructed to speak in a "neutral" reading style. The pitch contours
extracted from natural speech were "stylized" by following the guidelines of the "perceptual
approach", developed at the Institute for Perception Research of Eindhoven QPO), but
no standardized pitch movements and pitch configurations were extracted. On the
contrary, our methodolos/ is based on the description of all the turning points produced
in the "stylüed" pitch contours in terms of discrete textual phenomena.

To extract and formulate the rules that establish the correspondence between the
linguistic constraints and prosodic properties of any input sentence, we first drew up a list
of 200 test sentences that covered the greatest possible syntactic structures of the
language. The material to be recorded was created by combining simple types of Noun
Phrases and Verb Phrases, and by increasing successively their complexity, always
producing meaningful sentences. In addition, sentences with identical syntactic structures,
but with different numbers of syllables were created. These sentences were recorded by
1 male speaker who was asked to speak in a neutral manner.
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Through the steps of "perceptual equivalencen methodolory ('t Hart, Collier and
Cohen, 1991), a resynthesized version of each recorded sentence has been created where
the original Fs contour is approximated by the smallest possible number of straight-line
segments, so thât only the fluctuations that do essentially contribute to the percePtion of
prosody are to be accounted for. The final step, was to determine all the turning points
appearing in the resynthesized Fo versions, and to describe them in terms of discrete
textual events.

ACCENTS, PHRASING, AND PHONOLOGICAL REPR"ESENTATION
Accentuation and phrasing are two of the weak points in TTS-systems (Traber 1992),

partly because syntactic information is not enough to derive a reasonable stress pattern
and phrasing and partly because the accentuation and phrasing rules are not elaborate
enough. As far as the accentuation of the Greek language is concerned, there is no
problem, because word accents are included in the orthograþhic representation of the
i¡put. However, the phrasing is a more complicated problem for the following reasons:
a. Greek is an inflectionally rich language and the problems start from the correct and
unambiguous text labelling achieved in real-time.
b. It is a language where different syntactic structures can be used to express the same
meaning. In addition, the position of constituents in a sentence is almost free and the
constituents can be moved to reflect pragmatic factors.

As a consequence, it was our deliberate choice to lay greater emphasis on
phonotactics and metrical data in the development of the model rather than upon
syntactic phenomena. However, a synt¿ctic-prosodic parsing of the input is carried out
(Epitropakis, 1993), in order to determine the phrasal units of the sentence that are
necessary to determine some of the pitch movements that are not signalled by
phonotactics and metrical events.

We finally came out to â set of linguistic information (table 1) according to which
each phoneme is labelled with a target pitch level, so that all the pitch configurations
presented in the results obtained from the resynthesized F6 contours data-base analysis
to be synthesized. Generally, each phoneme of the input is labelled according to:
- certain distinctive features (vowel/consonant, stressed/unstressed, etc.),
- the lexical position of the syllable that the phoneme belongs to (antepenultima,

penultima, ultima), and
- the phoneme's relative position to prosodically significant events, \¡/here the

boundaries between sentences, sentence and relative phrase, verb phrase (VP) and
noun phrase (NP), VP and adverbial phrase (AP), VP and prepositional phrase (PP)
are taken into account.

7t

accenf

Table 1. Linguistic properties that are used for labelling the input phonemes.
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A set of rules that could constitute the "grammar of the intonation" of the Greek
language for neutral speaking style has been extracted. These rules are of type:

a, b, c, .. - > F6 level,
where a,b,c,.. is the above presented linguistic information labelling the phonemes of the
input. F61eve1, is a label used to assign at each phoneme one of the following tone levels:
Base, mid and top. It is not an absolute F6 value (in IIz), but a dynamic estimation of
the corresponding phoneme's pitch value in one of the three declined lines used for the
Greek language (baseline, midline and topline). Both the starting point (Hz) and the
declination slope in semitones/sec of these lines have been experimentally extracted by
statistical analysis ofthe originalpitch contours ofthe speech data-base. Equations 1 and
2 $ve the starting point B"rur, atrd the slope Brro* of the baseline respectively according
to the sentence's duration r. Additional information for the determination and the
imnlementation of the necessarv reset ooints has also been extracted.

Bstart = 120 * e(4'06U1) (t) B"roF = 3.05 / (ú+0.505) A)

INTONATION ALGORITHM
The intonation algorithm assigns to each phoneme of the input sentence a target pitch
.leve,l to be reached at the middle or the end or the start of the phoneme, according to the
rules of the intonational grammar.

For example, given the input "O aEt'Os tu f ilu mu tu t'aKi pu'idamE xTEs, pEt'ai
Fsr/'a" (=¡¡" eagle of my friend Takis, which we saw yesterday, flies high) after the
linguistic analysis (Epitropakis, 1993), which obtains data such as those shown in table 1,

the algorithm generates the overall pitch contour in the following steps:
1. Firstþ the declined lines and the appropriate reset points are determined.
2. Input in the algorithm is the phonetic representation of the input sentence plus the
corresponding labels describing the phonemes properties. The appropriate Fs-levels are
assigrred to the corresponding phonemes according to the rules of the grammar (table 2
gives the rules used in this example). A total of 67 such rules constitute the grammar for
Greek intonation. The phonological representation for the example given, is as follows:
ottl
'ida¡s,

aE\2,7lt'Ot3ls tut4,12l f ip,Tllu[9,12] mu tu[%] f a[3,7,27]Kits,e,12,2sl put?sl
7,1 2 p6 lm E t6 p7 I xTE 18 

ps ls,

Table 2. The rules of the intonational grammar used for the given example.

3. When all the phonemes have been assigned a FoJevel, the overall pitch contour is
constructed by linear interpolation between the successive levels. Figure I gives the
overall pitch contour (solid line) constructed for the example sentence according to the
Fo-levels (solid dots) that have been determined. The original pitch contour is also given
(dotted line).
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O¿Et'Ostufilumutu faK i , pu'idanExTEs, pEt'aipsil'a.

Figure 1. Synthesized pitch contour for the example mentioned above.

EVALUATION RESULTS - CONCLUSIONS
A complete methodologl for constructing intonation contours in the context of TTS-
systems has been presented. It has been shown that a successful intonation model can be
created for a language such as Greek, which has peculiar difficulties, by combining
syntactic, phonotactics and metrical data. The particular combination of data exploited
in this model permits to achieve great accuracy and to be computationally tractable in
real-time. To evaluate this methodologt, two different tests have been carried out:

The first test estimates the performance of the algorithm in correctly determining the
prosodically important turning points in the pitch contours. For this purpose, a set of
sentences have been recorded and the appropriate turning points have been manually
determined. Then the proposed algorithm has been used for the same set. Anaþis
showed that 71Vo ol these points were correctly determined. A percentage o1 lSVo were
not been determined, but the resulting overall pitch contour was almost equivalent to the
expected contour. Fina[y, 177o of the turning points have been determined incorrectþ
or have been totally missed. This omission led to unacceptable pitch contours. Generall¡
the melhod proved to be robust, but for the extraction of the grammar rules only the rules
with high statistical correlation (above 807o) in the speech data-base, are included. The
inclusion of heuristic rules witi¡ lower occurrence must be taken into account in the
future.

The second test concerns the evaluation of the speech output quality. For this reason,
preliminary tests with 4 listeners were carried out. Two different text subjects were
synthesized by the Greek TTS-system consisting of 39 sentences (650 words). The results
show that the naturalness of the resulting speech is very high. Refinement of the rules
and Spline function interpolation are in progress in order to further improve the speech

quality. In addition, a novel phrasing model (Michos et al.) is under consideration.
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ABSTRACT
In this contribution, we present the results in modeling Spanish prosody for a text-to-
speech system based on units concatenation using a TD-PSOLA synthesizer. For this
purpose, we have developed a new methodology to transfer to a text-to-speech- system
ihe-prosody of one speaker considering both fundamental frequency and duration
jointly, trying to take into account their interactions. The results on a corpus test over
ihe system shows very good intelligibility and naturalness.

INTRODUCTION
Our aim was to produce a prosodic model of the speaker who recorded the acoustic
database for a TD-PSOIA @. Emerard et. al. 1992) synthesizer trying to capture all his
cha¡acteristic features. For this task we designed a data-driven methodology that is
shown in Figure l.

cofpus

analysis
stafistical
analysis

synthesis

synthesis
system tool

validation

Figure l. Methodology for prosodic modeling.

This methodology'is guided by the main objective of producing a model of
natural prosody allowing its anificial simulation. This is a more delimited task that
prosodic modeling of the Spanish language but we tt¡ink it is sufficient in the context of
high quality text-to-speech synthesis. The rest of tlìe paper is organized to describe this
methodology.

CORPUS DESIGN
First ofall, we designed a prosodic structure for Spanish that is an adaptation to the one
proposed by V. Aubergé (1990). Based on a first analysis of our data and on the
general linguistic knowledge of Spanish we considered two prosodic units: the
"prosodic word" that is defined as the sequence of syllables associated with one accent
and the "prosodic proposition" that is defined by the sequence of syllables between two
pauses (regardless of its duration).

In order to constitute an organized corpus of minimal pairs of attributes, we
defined a set of attributes for the two prosodic units. The "prosodic proposition" was
cha¡acte¡ized by its number of syllables, its number of prosodic words and its prosodic
type depending on the syntactic relation between consecutive propositions (9 defined
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Figure 2. Presentation format of the graphical tool for a stylized contour,

CORPUS ANALYSIS
The result of the stylization process is put in a prosodic database specially designed to
measure statistically the real consistency of the suprasegmental data produced by the
speaker. A total of 23 fields were needed, the resultant structure is similar to the one
pioposed by Emerard et. al. (1992) but adapted to our prosodic structure. The database
has 3500 vowels, 1700 consonants (including semivowels) and 166 pauses. The
duration is stored for the consonants and the pauses. The stylized movement of pitch
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types, two of them complementary to put a contrast prosody in consecutive
propositions of the same type). The "prosodic words" were defined by three attributes:
ihe number of syllables, the position of the accent (3 classes) and the ordinal position
inside a proposition.

This special corpus should take into account all the different types of
propositions formed by all different prosodic words (V. Aubergé 1992). In order to
Iimit the number of sentences to analyze, we impose some restrictions to emphasize ttre
more imporønt cha¡acteristics to be modeled. We mainly take into account the position
of first and last accent of propositions, and study relations in sentences with only two
propositions, Relations betwcen sentences in a paragraph were not considered. The
othèr parameters were kept as broad as possible. The resulting corpus was 144
sentenões long, ranging from very short sentences to very large sentences taken from
newspapers.

CORPUS STYLIZATION
This corpus was recorded at the CNET by a selected Spanish native speaker to produce
a linguistic procesor for ELAN INFORMATIQUE. Then we analyzed it in orde¡ to
extrÍrct for each sentence the pitch contour with marks representing the location of the
vowels. For this task, we programmed a variation of a super resolution pitch detector
(Y. Medan et.al. l99l).

This representation is known to contain many irrelevant information that is
filtered by our auditory system, so we "stylized" these contours (R. Collier 1990) in
such a wáy we keep only pitch movements that are perceived by a common listener.
These movencnts arc dcscribed following their direction (rise or fall), thcir slopc in
semitones per ms, extension in time (one or more syllables) and timing respect the
tonic vowel. A frequency-based acoustic module elaborated for the synthesizer (E.
Rodríguez, E.l-6pez and C. Ga¡cla lÐ3) was used in an analysis-synthesis mode with
a graphical tool developed for the stylization ofcontours. The tool shows the temporal
evolution of the original pitch in a semilogaritmic scale, and let you approximate it by
straight lines @igure 2). Then the acoustic algorithm is used to produce the original
speech with the new pitch contour. Whenever a difference is perceived in prosody, we
make a bener approximation of the pitch contour. The ouçut file of this module codæs

the fundamental Írequency contour and duration aligned with the phonetic transcription
of the sentence. The representation of the pitch contour in a vowel is given with a
resolution of three pointi per vowel by means of 5 parameters: the initial, intemal and
final fundamental frequency value in the vowel and two time durations.
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and the normalized duration is stored for each vowel. Besides that we store all attributes
for accessing the prosodic structure (defined above) and phonetic context. The
normalization is calculated dividing the duration of each vowel by the mean value of
this type ofvowel (5 classes in Spanish). Following this approach the data stored have
been produced by the speaker. We make a statistical analysis between consistent
prosodic words in a certain kind of proposition in order to minimize the interaction
between segmental and suprasegmental parameters. The results of this analysis showed
us a very good consistency to model absolute frequency contours and normalized
suprasegmental duration in each class, As an example in Figure 3, it is shown the last
four syllables (a vowel per syllable) of the last prosodic word in a proposition at the
end of a declarative sentence for the three positions of the accent considered (accent in
the last vowel, accent in the last but one vowel or accent in the last but two vowel).

Hz

accent in last but t\r',o vowel

lt\
\

/

.\ in last bu! one vowel

accent in læt vowel

l--

/ /

100 200 300

normalize<l time

400 500 600

Figure 3. Pitch and duration modeling for the last prosodic word in a declarative
sentence, considering the three positions of the accent.

It should be noted that in our model, pitch and duration are modeled in a joint
way considering the effect of the position of the accent and position of the pause
because of the defined prosodic structure. This model takes into account the possible
interaction between duration and pitch in prosody realization. It is observed in Figure 3,
that there is a residual effect of suprasegmental duration as predicted by other duration
models with the position of the accent. It was also observed from the resultant model
that there was a lengthening in the vowel located in a syllable previous to a pause.

For this first model, the duration of each consonant (and semivowel) was
considered to be the mean value calculated from the database.

The mayor correlation in the duration of the pauses was found to be with the
type of onhographic sign and the number of syllables of the proposition but there was a
large dispersion from the mean value. A closer look to the data ordered by the duration
value of the pause show us that the duration of the pauses had more to do with the
syntactic structure of the sentence.

SYNTHESIS TOOL
In order to validate and refine the model, it seemed sensible to us to use a text-to-speech
system as a tool for leading our analysis in the database.

For this purpose, we developed a very flexible text-to-speech system (E. lópez
1993). The input text is parsed to ma¡k the "prosodic words" and the major "prosodic
propositions" based in some independence coefficients between two consecutive wo¡ds
that take into account both rhythmical and syntactical constrains. The same procedure
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has been integrated in TTS systems for Spanish @. Rodlguez et.al., E. l-6pez et. al.
1993).

The prosody câlculadon is realized by a look-up in the synthesis database
containing the results of the statistical analysis explained before. We choose this data
based approach for being more flexible that a rule based system so we could test
quickly our hypothesis. This original contour is then post processed with an
interpolation ofpitch contours between consecutive vowels, and a micromelody for
voiced consonants and semivowels is added. The length of the pauses are calculated in
function of the independence coefficient.

The model was tested in an implementation of a T'TS systom based in diphone
concatenation with a TD-PSOLA algorithm. We designed a small corpus of isolated
sentences considering two types ofpropositions witb all different prosodic words. The
naturalness was good recognizing perfectly the peculiar "style" of the speaker, although
it was noted some deficiencies in segmental duration ofconsonant clusters.

For this reason we calculated f¡om the analysis database a better segmental
model of consonant duration based in some multiplicative cpeffrcients as a function of
phonetic context. This new model was considered in the synthesis tool improving the
naturalness of the model.

As a future research, we are going to follow the same methodology to adapt the
independence coefficients and consequently produce a better modeling of pauses in
large sentences or even paragraphs. We are presently studying a syntactic theory
developed by J. Vergne (1992) that can be adapted to our TTS system in order to
compute better coeffrcients.

CONCLUSIONS
We have discussed a data-driven methodology that bas been shown very successful to
Eansplant the prosody of a speaker into a text-to-speech system. The complementation
between statistical analysis and a synthesis tool was found to be very useful to improve
the model.
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ABSTRACT
The paper illustrates a TTS-oríented model of prosody generation for ltalían, which
tries to accountlor the relations linkíng the prosodic paftuneters to relevant línguístíc

features. A proper rule development system allows to express contextuol rules and to
n ainta¡n the aligtùt ent between dfurent linguistic representation levels.

INTRODUCTION
The prosody generation model of the TTS system for Italian developed at CSELT (for
more details see Balesni et al,, 1993) ûies to account for the relations linking phoneme

duration and fundanpnøl ûequency to phonetic sttuctu¡e, stress positions, syntax, and

applicationdependent pragmatic requirements of the message. High-level linguistic
information is provided to the prosodic processor by the TTS module devoted to text
processing, or by the application software which may select the appropriaæ prosodic
style or insert syntactico-prosodic markers in the æxt of the message. By analyzing the

surface structure of the text and by making use of a lexicon, the text processor is able to
perform thc following steps: text segmentation according to punctuation marls;
üanslation of numbers and abbreviations in leters; recognition of thc grammatical

category for verbal forms and ñnctional words; Iexical stress assignmenq syntactic

boundary detection. Acronym pronunciation rules and phonetic úanscription rules a¡e

then performed. The TTS prosodic processor marks any syllable carrying lexical stress,

functional words excluded, and groups words into prosodic phrases relying on

punctuation ma¡ks and NP/VP boundaries. So far, only one stress level is considered,

whereas two diffeænt strength categories are assigned to phrase boundaries, depending

on the presence/absence of pauses, Weak phrase boundary is recognized between short
NP and VP, before nunprical expressions and between the two words of a double

sumr¡¡nc, and involves no pause. SEong phrase boundary requires the insertion of a short
pause (50-300 msec.) and ib located in correspondence with comma o¡ colon and anyway

between long NP and VP. Sentence boundary corresponds to semicolon, full stop,

exclamativc and question marks, and is always accompanied by a long pause (500-1000

msec.). Finally, the prosodic processor distinguishes six sentence melodic modalities,

The rules managing such information a¡e written in an abstract fo¡malism and

translaæd into C procedures by SCYLA (Lazzuetto and Nebbia, 1987), a specially

designed rule developnnnt system which allows: to exp¡ess contextual relations between

sequentially organized elements by nrcans of variables affecting different descriptive
linguistic levels, hiera¡chically organized; to maint¿in data structures alignment between

the different descriptive representadons of the sentence; to associate duration and fl)
values to each phonenrc through a sequence of steps. As long as the position of a given

segment is crucial for effectiveþ determining prosodic parametet variations, suitable
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counters are activaþd which detect step-by-step the units'location within the higher level
unit thcy belong to, i. e. phonencs inûo syflable, syllables into phrase and sentence
(counting sEessed syllables is equivalent to counting phonological words), phrases inûo
sentence. The variables pertaining to the several descriptive levels can be indifferently
used for speÆifying the context in any procedure. A proper audiovisual debugger is

available fo¡ rule testing, allowing to scan up to ten paramet€rs for each phonerrrc, to
interactively change parameter's values in every point of the phoncnr string and to list€n
to the speech output,

DTJRATIONRULES
The linguistic model underlying the duration rules (Salza and Sandri 1986, Salza 1988),
is based on the principle of superposition of effects and on the possibility of nndifying
speaking rate, as previously illushatcd (Nebbia, 1990). Standard rate corresponds to that
used by speakers in aloud ßading (about 5 syllables per sec.), but it can be continuously
varied from -50Vo lo +507o. If the sentance length is <= 5 syllables an automatic conEol
slows the rate by 20%. Fvrther specifications have been recently included into the
general model coming from the analysis of dedicated natural speech corpora for the
application of TTS to the reading of sumames, acronyû¡s and addresses in the
automation of telephone reverse directory service. New rules proved to contribute
dramatically to the improvenrnt of TTS intôüigibility @alestri et al., 1992).

Three separatc procedures are devotcd to assign, respectively, Inrinsic Du¡ation of
phonenæs @i), Phonetic Context Coefficients (Cph) and Syntactic Context Coefficients
(Csy) to a target which is usually thc single phonenn, rarely a wholc class of speech
segr¡Ents. The context is expressed by nrans of the variables lisæd below, affecting five
descriptive levels. In parentheses are sþned the procedures involved,

lævel Phoneme¡ individual phonenr label; phoneme articulatory (manner and locus)
clæses; voicing; inrinsic length, i. e. firll vowel, semiconsonant, reduced vowel, single
consonant, geminaæd consonant (Di, Cph).

l¡vel Syllable: stressed/unstressed; opery'closed (Cph, Csy).

l¿yglJÈcrd: grammatical category (Cph, Csy),
læyel-Pbfssg: unitlength, i. e. shortphrase, fullphrase; boundary shenght, i. e. weak

phrase boundary, súong phrase boundary, sentence bound¿ry (Cph, Csy).
Level Sentence: nplodic modality, i. e, affrmative, interrogative, etc,; further

specification, i. e. isolated word, long sentence, reverse directory service (Cph, Csy).
By making efficient use of SCYLA facilities, the maximum contoxt extension now

reached by the rules is 5 units, target phoneme included.
The mÒst important phonetic context (microp¡osodic) phenomena covered by rules

a¡e the following. Both snessed and unsEessed vocalic segments appear longer in vowel
clusters than in diphthongs and in interconsonantal position. Inøeasing of consonant
du¡ation is apparent when they are in clusters, SÍess realization involves: vowel
lengthening from 50Vo to l50Vo, according to the sunounding phonetic context,
semiconsonants longer in sressed diphthongs than in unstressed ones, slight duration
increasing of intervocalic consonants. Like in rnany european languages, vowel duration
is fairly influenced by voicing and articulaûory class of the following consonanl

As for so called syntactic conlext effects, adjacency to sentence and phræe
boundaries deærmines a generalized duration lengthening of the involved syllables, on
the average more noticeable in final than in initial position, larger in ûnal position for
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vowels, in initial position for consonants. Sent€nce/phrase final segments lengthens from
20% to 1807o, stressed segments less than unstressed ones. In prcsencc of weak phrase

boundary rules assign to segments in pre- and post-boundary positions slight
lengthenings (from207o ¡o 40oh). Heavier increasings are assigned in prcsence of stong
phrase boundary. Moreover, the final vowcl of the first word in long NP lengthens by
607o, Sentence boundary deærmines even more consistent duration lengthenings on
adjacent segments. In isolated words every variation is sEonger than in long sentences.

INTONATION RTJLES
Intonation rules have been developed relying on a multiJayered description of intonation
(Avesani, 1990). An abstact phonological description of the linguistically relevant fl
modulations, which can be Eaced back to Pienehumbert intonation model
(Pienehumbert, 1980), is well suiæd to r€pr€sent the correspondence between tonal
elements and süuctural events such as stressed syllables or syntactico-prosodic
boundaries. A less abstract approach ('t Hart et aL, 1990) has been adopted both as a
mettrodological guideline for the experimental analysis of nan¡ral f0 curves and as a
framework for rule implerrrcntation. This detailed phonetic and acoustic interpretation of
tones is perspicuous in drawing the exact shape of pirch variations, which seems to be
perceptually relevant and should be reproduced by the TTS systern Finally, the actual
computation of f0 values takes into account those (physiological) features, such as piæh
range and declination, which can be mathematically modeled as global trends of the il
curve.

The intonation rules intcrpret the abstract tonal elements as predefined
configrnations of stylizcd þitch movements', cl¡ssified according to their di¡ection,
di¡rension and timing with rcspect to shessed syllables and boundaries. Separaæ
procedures, to bc sequentially applied to the whole sentence, respectively:

- rcprcsent sentence intonation as a sequence of pitch conñgurations determined by
the syntactico-prosodic structure;

- convert each conñguration into a sequenc€ of pirch move¡nents by associating to
the proper phonenrs the targets of pirch variations, expressed as differences (in
semitones) with r€qpect to a reference baseline;

- combine targets Eith the cu¡rent baseline, which depends on pitch range,
declination and rcsct points;

- linearly inteçolab target f0 values in order to obtain the complete f0 curve.
Declarative sentcnccs are rcalized as a sequcnce of þinted hat' configurations

aligred with sEessed syllables, with a bontinuation rise' on the last syllable preceding a
phrasc boundary and with a 'flat hat' final configuration on the last two words.
Phonologicall¡ declarative contours can be rcpresented as follows:

((H* ) LH% ) (H*) H* H+L*LL%

Phonetically, H* is inærpreted as a rise starting on the pretonic syllable and reaching a
peak at the end of the stressed vowel, followed by a fall on thc posûonic syllable. The
continuation rise L H% is realized as a low risc on the last vowel before the boundary.
The flat hat H* H+L* L L% is a rise on the prctonic and shessed syllables of the
penultimaæ word, followed by a gradual slight fall till the last stressed syllable, a steep
fall on the last suessed vowel and a further slight fall till the end of the sentence. Special
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cases of decla¡ative sent€nces are isolated words, which are realized with a high plaæau

followed by a steep fall on the sFessed vowel and a furthe¡ fall on the postonic syllables,

Inærrogative sentences are realized with peculiar initial and final configurations and

with 'rcduced poinæd had configwations on inærnr.diate stressed syllables. As a final
configuration a fall is realized on the syllables preceding the last stressed vowel, followed
by a steep rise on the sFessed vowel and a high plateau till the end of the sentence

(higher in yn-questions), Different initial configurations are assigned to yn- and wh-
questions. A rise-fall is realized on the first two words of yn-questions, rcaching its peak
at the end of the fìrst sEessed vowel and coming back to the baselinc aftrer the second

stressed syllable. Two kinds of wh-questions are distinguished. If the wh-word is

unsEessed a rise is realized reaching its peak at the beginning of the first shessed vowel
of the sentence, followed by a steep fall on the stressed vowel and the postonic syllables.
If the wh-word is stressed a gßdual fall is ¡ealized on it, starting well over the baseline at
sentence beginning and reaching the baseline on the pretonic syllable of the second word.

CONCLUSION
Current research aims at realizing a moæ sophisticated text-analyzer which would give a

richer and mo¡e reliable representation of the prosodic structtrre of sentences,

Experimental analyses are also in progress in order to enhance the modelling of duration
and intonation in long sentences, accounting for: destressing and graduation of stress

levels, contexhral speaking rate variations, idcntification of semantic focus, closer
cor¡elations among variations of differcnt parameters for realizing prominence. As an

altemative to rule systems, adaptive systems a¡e also under investigation. Some

encouraging results have already been obtained in the application of Neu¡al Nets and

CART to the prediction of phoneme du¡ation.
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ABSTRACT
This anícle ìs a presantation of a pronuncìation lexicon and its use in improving
prosody ín a text-to-speech systetn, The inclusÍon of a lexicon ís a natural wøy of giving
synth¿sß systems ínforttation of woril class and word pronwtciation. The grammatical

ínfonnation ís used to dísambiguate homograplu and to form a bøsis for prosodic

structuring. Thc reølizeil prosody ß based on patterns for rlrytlanical units natned feet
and utílízes the information ofword tone and pronunciation found ín the lexicon.

INTR,ODUCTION
The scope of this paper is to present a pronunciation lexicon and its use in im-
proving prosody in a text-to-speech (TTS) system. The paper addresses lexical entry,
syntactic analysis, and prosodic stn¡cturing and realization. Parts of the work have

been published previousþ, Stensby (1991, 1992, 1993).

LE>(ICON
When we read most of the words are known to us. We thus know their meaning
and how to pronounce them. The inclusion of a lexicon in TTS-sysæms is a natural
way of giving such systems similar information about the words in the text.

By lexicon we mean a dictionary in a machine readable form, Our lexicon is
based on full word forrns inflected by nrle. Each entry includes the inflected word
form, the pronunciation, the word class and grammatical function, and reference to
the basic part of the word, i.e. the lexeme. The pronunciation is included because
letter-to-sound n¡les will never be foolproof. For ¡vords not found in the lexicon, so-

called unknown words, the pronunciation is found by rules.
Many complicated changes in pronunciation occur for the individual inflected

forms of the same lexemE. These irregularities are the main reason for using a full
word lexicon and not ¡tilizi¡g morphology in this frst version. The method of
inflection by rule allows for easy control of the produced words.

Basic word list
The basis for the lexicon is a small Norwegian dictionary and a list of the most
coûlmon full word forms in newspaper text. The pronunciation and grammatical
i¡formation given in the original dictionary are improved aûd extended. The
grammatical information includes the word class and inflectional pattern for the
word. The pronunciation includes indication ofthe stressed syllable and word tone,
The inclusion of the word tone is important since there are no infallible rules for
allocating this information.

We distinguish between open and closed word classes. The set of words
belonging to the closed classes is mainly stable with time and is on the whole
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covered by a finite number of words. Thus it is possible to include practically all
words belonging to the closed classes in a dictionary. ln this lexicon the set of
closed classes are the i¡finitive marker, auxiliary verb, determiner, conjunction,
prepositioû, interjection, and pronoun, These comprise in sum 525 words. The open
word classes are noun, adjective, numeral, name, verû, and adverb. this givesjointly
a basic word list of 12000 words, mainly consisting of lexemes.

Generation of inflec{ed full word forms
Norwegian is partly an agglutinating language with many inflecæd forrrs created by
adding sufExes. The inflected full word forms are generated by nrle from the words
in the base word list. Typically 4,7 atd 6 full word forms for nouns, adjectives and
verbs respectively are generated, though there may be additional forms due to
alternatives. To cover all these patterns 70 inflection models are included in the
system. The resulting lexicon of inflected fr¡ll word forms has 48000 entries. An
example is shown in Table l.

T¡bIe 1. Exanple of gencratedfull wordÍonß lor thc yerb grave (: díg).
Ihc apostrophcs indicue thc stressedsyllablz and the rype of tone.

VÍord Pronunciation Lcxene Gram. category

83

grave [gr'olva]
gÌaver [gr' o:var]
gravde lgr'ovda]
grov [gr' u:v]
gravd [gr'ovd]
glavende [gr'o:vana]
grav [gr'o:v]

infinitive
present tense
past tense
past tense
perfect
present participle
imperative

gfave
glave
grave
grave
grave
gûwe
gÎave

Table I illustraúes that the change in pronunciation may be complicated even
in words with regular inflection. Bqpecially the word tone may change. The symbols

' and ' are used for tone I and tone 2 reqpectively.

Tones
Norwegian, Swedish, and some other languages have a limited use of tone, and
most Norwegian dialects distinguish between two tones named tone 1 and tone 2.
The difference is manifested in the stressed syllable whe¡e a fall in the fundarnental
frequency @) is typical for tone 2.In Norwegian there are more than two thousand
pairs of words with identical sound segments which are distinguished by tone alone.
Many of these are homographs and need to be disambiguated.

The distribution of the tone I and 2 on the word initial syllable and a word
internal syllable is shown in Table 2. Tone 2 predominantly occurs on the frst
syllable, while tone I is uniformly distributed between the initial and word-internal
syllables. This information may be utilized in the Ask of allotting word tone to
unknown words.

GRAMMATICAL ANALYSIS
Tbe main task of the grammatical analysis is to disambiguate homographs and thus
find the coÍ€ct pronunciation and grammatical function. The system disambþates
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Table 2. Relatíve occw'rences of tone I and 2 in thc lexícon depending on the

accented syllable,

Word initial syllable
rtr[ord intemal syllable

'Word tone

0.22
0.26

1

0.51
0.01

,,

homographs of different word classes due to differences of their function in the
sentence. The word class is used in assigning the prosodic structure,

In a text there may be words not found in the lexicon. Such unknown words are

assumed to bolong to one ofthe open word classes since all words belonging to the

closed classes are presumed to be included in the lexicon, This restriction allows for
treating the unknown words as homographs ofthe open word classes. The allocated

word class may also be used by the pronunciation rules.

Parsing
The text is analysed in a multi-pass associative parser. In each pass the text is
compared with phrase patterns, and a phrase is created when a match is found. The
least ambþous patterns are sought first, the prepositional phrase is an example of
such a pattern.

PROSODIC STRUCTTJRING
The prosodic structuring utilizes the word class of the words, the established
phrases, and nrles forallotting sentence accent and focal accent, The prosodic struc-
turing works locally within sentences. A unique division into sentences requires se-

mantic analysis beyond the scope ofthis work. We therefore define every punctua-
tion mark as a sentence divider, even though this gives a large number of sentences.

Focal accent (the highest prominence) is allotted to new information only, and

is primarily located late in the sentence. This gives broad focus which we regard as

the best when the assignment is based on simple assumptions only.
Focal accent is given to the last new noun or adjective in a sentence, if any,

while ordinary accent is given to noun, adjective, verb or advert. The word classes

are given preference in the mentioned order, There is at most one accent per
phrase and one focal accpnt per sentence.

The distinction between new and known isdetermined bya table of the lexemes

occurring earlier in the passage. By use of the corresponding lexeme and not the
word forrn itse[ the words may be recognized in different grammatical forms.
There is no forgetfulness in the present system, but this might be implemented
simply by remembering the last few words of a passage, Horne (1992).

PROSODIC REALIZATION
The prosodic realization is based on patterns for Fo and rhythm over accented and
focally accented feet. A foot is a rhythmical unit starting with a pitch-accented
syllable. The tone of the foot-initial word is assigned to the foot. The distinction
between accent and focal accent is signalled by the Fo at the end of the foot. The
end of a foot coincides with the end of the text, or with the beginning of the next
foot, or with a so-called foot-extemal section. The latter is a section which joins a
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foot and a pause or two feet.
A comparison of Fo and timing in an authentic sent€nce (solid line named

Arne) and a synthetic sentence (dotted line named Modell2) is shown in Figure 1.

The fïgure is generated by a system for studying prosody in texts read aloud,
Ottesen (1992), Horvei et.al. (1993). In translation the sentence is "The painter
worked for a month".

Figure 1. Comparison of authctic and nodeUed rtodenental frequcrcy contour.
Foot boundaríes are ìndicated by vertical lhæs, Th¿ tíme scalc ß in seconds.

The grammatical analysis, the prosodic stn¡cturing, and the prosodic realization
are done by rule. The strr¡ch¡re is indicated by vertical lines and apostrophs in
Fþre I and the _ indicates the focal accent. The established prosodic stn¡cture
is identical to the reading, and there is good agreement between the authentic and

synthesised contours apart from a slight difference in timing and in the final F0.
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ABSTRACT
This paper describes an implementation of the risetfalll connection (RFC) model of íntona'
tion joí use in the speech synthesis conponent of a machine interpretatíon sys-te.m' The pho-
nological input ís ãescribèd, as is the algorithmwhich converts this to a riselfalll connec.tion
desclipüon., and eventually to an Fo contout: As we wish to model different speakers' into'
natioial characterístics, some details are descri.bed ott the methodfor adapting the model's
parameters to match the behaviour of a given speaker.

1 INTRODUCTION
The English speech synthesis system currentiy under development at ATR is part of a

machinãinter¡iretation system. 
-In 

the design bf the phonetii i¡tonation moduie of this
svstem (whicli converts bhonological intonation descriptions to E contours) we had two
bãsic goals: comprehensive coveiage of the intonational'phenonrena of English and natural
sounding intonation that reflects an individual's speaking style.

Theíe design criteria dictate that our system has a d=ifférent structure and operation to
intonation sysiems found in most text-to-speech (TTS) systems (e.g. t1l). .The__system has

to synthesizê a wide range of intonational effects as we \ryant to be able to ask different types
of q'uestions and statements. It is not simply enough to produce a "neufal declarative" style
of ihtonation. However, as we were dealing with machine generated utterances we have
a richer, more accurate linguistic description of that utterance than would be typically be
available from a text-inpuisystem. Thüs our system has to perform more complex tasks
than most TTS intonatiòn systems, but to balance that we have access to more detailed
information about the utterance.

In addition to synthesizing all the intonational effects of English we want to capture
particular speakers'phonetic iealisation characteristics. This requires that we must^have
iome methôd of deriving a speaker's intonational characteristics ftom a database of that
speaker's voice. Thus our system has to be capable of analysing õ. contours, extracting
intonational cha¡acteristics and using these characteristics for synthesis.

2 BASIC SYNTMSIS SCTIEME
The synthesis algorithms are based on the risefalllconnection ("WC") model of intonation
[s]. This model was designed to be formal in its workings so that all its operations are
explicitly defined and theréfo¡e easy to intplement on computer. The nrodel was. designed
foi both analysis and synthesis: the synthesis mapping iakes a phonological input and
produces an $ contour, the analysis mapping takes aft contour and produces a phonological
ilescription. Algorithms h¿ve been developed which can automatically Ìabel B contours,
and itlas been s-hown that contours generated using tlre model are very similar to naturally
occurring ones [S], [9]. This paper fõcuses on the pracúcal requirements needed to use this
model in a speeih synthesis system.

There arè several theoretiðal advantages [8] this model has over others but the principle
reason for its use here concerns the analyiis capability of the system. As precise, detailed R
contour labelLing is süaighforward, we can easily use large quantities of data to determine
the settings and parameters of the model for a particular speaker, and thus imitate that
speaker's phonetic realisation behaviour.

2,I INPUT
The input to the system is a specification of the intonational phonological description of the
utterance. This id made up fiom four things: tune association, tune type, pitch range and
phrasing.

Tunè association simply indicates where the phonological elements occur. Pitch accents
are associated with singlè iyllables, and boundary elements (see below) are associated with
phrase boundaries,
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Tune rype refersto whrch elements mdfeatures in the HLCB system are being used. The
HLCB tune description system uses four basìc elements. Pitch accents are of either type H
(high) or L (low), phonologically reievant connection elements (see below) are marked C,
and rapid rises at phrase boundaries are marked B. Within these classes, featu¡es a¡e used
for sub-classification. H accents are the most common type found in utterances and have
three features , "downstepped" (Hd, "late" (H¡) (for accents with peaks late in the syllable,
corresponding to the British school rise-fall [7]) and "elevated" (H") for extra high accents
(high fall in the British school) [3]. The L class has a single feahrre "antecedent" (L")
which indicates whether the L has a steep fall leading into it. C elenlents æe normally of
no phonological significance, and simply "fill in" the contour between pitch accents and
boundary elements, but can be marked with the feature "rising" to distinguish them from
the usual (level or falling) behaviour. C,. elements are often found after the nuclea¡ accent,
e.g. H¿ C,. is similar to a fall-rise accent in the British school. B elements can occur at the
starts of phrases (often termed "declination resets"), is which case they are mzuked as being
"initial", or at the ends of phrases where they are unmarked.

Phrasìng structure is in principle recursive in that there,are an arbitrary number of
phrase types and each phrase may include any other phrase [4]. In practice, we define
a small number of phrase types (currently four) and only include daughter phrases of the
same or a lower type in a parent phrase. The phrase information is mainly for use with
the duration module, which determines phrase-final lengthening and pause durations [2].
The intonation module itself only makes use of the phrase boundary iocations and is not
concerned with tire actual type of phrase.

Each phrase can take a number of parameters which are constant for the duration of that
phrase. The most important parameter for the intonation module is pitch range. A (variable)
numbe¡ of pitch range levels iue defìned, e¿oh with a rìarlìe, ¿ rnaxilrìunr ¿¡td a r¡rirtir¡ru¡r
S value. The pitch range of a phrase determines the starting ft value of that phrase and
the maximum and minimum values that the $ contour can vary between. A phrase may be
ma¡ked as lyilg in a particular pitch range or be left ma¡ked. If marked, that pitch range
type specifies the sta¡ting pitch of the phrase, and the nrinimum and maximum values that
the contour can very between. If left unmæked, the sta¡ting E of the phrase is the same as
the last E of the previous phrase. In the unmarked case the maximum and ninimum values
are determined by moving up through the phrase hee until a parent phrase is found with a
marked pitch range, and that pitch range is then used. The top level phrase always has a
marked pitch range. This pitch range system is similar to the register system ofLadd [5],
but here we only specify one register per phrase rather than one for each accent. We don't
have to specify a register setting for each accent as it is thought that our tune description
system is powerful enough to account for the prominence variation of accents within the
phrase.

2.2 Example Input
(Phrase ((Type S) (PitchRange two))

(Phrase ((Type C) ())
(okay (H (d r)) (B O))

)
(Phrase ((Type C) ())

(Phrase ((Type P) ())
(i/r1 )(send (H (d) ) )
(vou )

)
(Phrase ((Type P) (PitchRange three))

(a (B (i)))
( foxm (H (d) ) )

)

87

A typical input to the system is given above. (Only the information relevant to the intonation
module is shown, and thus words are given in their text fo¡n rather tha¡ their phonological
form.) The scope of each phrase is shown by its bracketing. The first entry in the phrase
is a list offeatures for that phrase, including its type (mainly used in the duration module)
and its pitch range. The names and values of the pitch ranges are pre-defined. Here we
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simply use the names "one", "two", "three" etc. For exanple, pitch ran-ge "two" is defined
as hãvine a minimunr E values of 90Hz and a maxituum of 220H2. After each word there
is an opt-ionat list of HLCB elements, with the 1èanrres fbr c¿rch spccified in brackets.

3 SYSTEMOPERATION
Thc system creates E contours by taking the HLCB dcscription and producing a RFC
descriþtion, which is a linear sequence oÌ rise, fall and connectiott elelnents, each with
a duraìion and amplitude. From this RFC description cquations arc used to generate Al
contours.

The equation for the fall element is given below anci the equation fol the ¡ise element is
the same ás this but reflected in the y ($) axis. Connection elements are lealised as straight
lines.

Ío: A(r*z(tlD)') 0 <t < Dlz ¡\
fo:2A(r-tlD)' Dl2<t<D \r/

Where I is tirre, A is the arrplitude and D is the duration of the element.

3.1 HLCB and Pitch Range to RFC
HLCB elements ¡e-write to RFC elements. H becomes a rise element followed by a fall
element, L becomes a fail element followed by a rise elenent, B becolles a rise elenent,
and C becomes a connection element.

A pitch accent requires five parameters; the rise amplitude and duration, the fali ampli-
tude a.id duration, an<i some indiõation of how these elements are aligned with the segnental
part of the utterance. At present, accent alignnent is defined in terms of the distârce between
ihe sta¡t of the vowel i¡ ihe syllable and the position of the peak (juncture between rise and
fall elements in a H accent) oi trough (unctuie between fall and rise elements in a L accent).
A defnitions table (wh\ch is read from file at run tinre) determines basic default pa.rameter
values for each element. This table also specifies the modification that the features make on
the elements (see section 4).

Most of the phonological tune specification is in terms of H, L-and B elements. C
elements need only be marked if they carry the feature "rising" as a C that is unmarked is
assumed as the dúault. After the II, L and B accents are realised, rising C eiements are
added, and then any remaining part of the utterance which is not covered by an element
is designated as being a connection element. After this, the entire utterance is specified in
terms of RFC elements.

Pitch range information is used to determine the absolute (i.e. with respect to 0 Hz)
amplitudes of the elements. The maximum and minimunt vaiues for the phrase pitch range
are-dctermined by the method described in section 2.1. 11 a phrase is explicitly marked
as being in a partìcular pitch range, the defined minimum Ì] of that pitch rangc is used as

the absolute amplitude óf the start of the first element, otherwise the end amplitude of the
previous element is used. ln most cases the first element in a phrase is a B¿ which serves to
iaise the S level from the pitch ralges's minimum to a more medial level.

Once the starting ampliqde of the phrase has been decided, the absolute amplitude of
each element is calðulatèd by adding its amplitude (which is negative in the case of fall
elements) to the end amplinrde of the previous element. If this operation results in the
Il level exceeding the spècified maximum o¡ minitnum of that phrase, the amplitudes are
constrained so althe S contour is kept within the designated pitch range. An additional
phrase-final lowering rule (similar to thãt described in Liberman and Pierrehumbert [6]) rule
states that if the lasiaccent in a phrase is a H¿ this always falls to the bottom of the pitch
range.

3.2 RFC to Rr

The conversion of an RFC description to an $ contour is straightforward. The list of
RFC elements is processed left to right and the equations are used to produce a conti¡uous
contour. Depending on the Iù input for the particular synthesizer, this E contour can be
further procéssed. For example, some synthesizers require there to be a zero $ during
unvoiceil segments, and this ðan easily be achieved simply by nlasking the contour and
setting it to zero in these regions. As yet, no segnental perturbations or rnicro-prosody
effects are incorporated into the system.



ESCA Workshop on Prosody 1993 89

4 DEFININGELEMENTS ANDFEATURES
At present, neally all the operation ol the system cân be deternlined at run time by specifyìng
how HLCB descriptions are urappecl onto RFC descriptions. These parameters are kept in
the definitions file which may be altered at will. The basic re-write rules cannot be varied,
but the default sizes ofthe HLCB elements, a¡d the effect the features have on those elements
æe all variable. It is also possible to specify what units these parameters æe given in, e.g.
both Hertz and semitones can be used to described amplitudes. Some typical patanreters
definitions are given below. Each statenent consists of a variable, an operator, and a value.
The ":" operatór implies a straight assignment, an operator such as "+:" means "the existing
value plus the new value" (in a similar syntax to the C programming language).

(define Elenent H

ra se_amp
fal)- amp
rise dur
ta1-L dur
peak-pos

= 50 Hz)
= 50 Hz)
= 120 ms)
= 160 ms)
= 0.5 rel )

(define Feature
( rise_amp
( faÌ1 amp
/ -i -- ^,, -
( fall_dur
(peak pos

)

late
0
0
1
0
1

Hz)
Hz)
0ms
ns)
8le

The first list defines the default H accent properties. ln this example the accent amplitudes
are defined in Hz, and the peak position is defined as occurring half way through the syllable,
although it is possible to ipeciiy peak position in absolute ms t€rms also. The second list
defineíthe behaviour of flìe laíe featuie. In this definition, the values defined for the H
accent are modified, such that everything is left unchanged except for the rise-dur which
is increased by 100 ms and the peak-þos which is shifted back by a factor of 1.8. The
feature definitions can also have non-moditying assignments, tbr example one could define
downstepping accents as having no rise component, which would be achieved by setting
stating(rise-amp = 0 Hz) (rise-dur:0 ms).

Cirrènt work is concenhateä on deriving the definitions automatically by using the RFC
analysis system on large sets offt contours [9].
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Studies of Intonation and Discourse
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ABSTRACT

Research on intonation and discourse falls into two major categories: work on the
intonational correlates of discourse structure and work on accent and information status.
In both categories, problems of specifying an adequate and independently motivated
discourse model hinder evaluation of results and generalization across experim¿nts. AIso,
much work remains to be done on combining these results into general models capturing
the mapping between intonationalfeatures and discourse features.

INTRODUCTION

Most research on intonation and discourse to date has fallen into one of two categories:
investigations of the intonational correlates of topic structure or studies of the relationship
between information st¿tus and intonational prominence. Much of this work has involved
empirical experimentation or corpus-based research. For the latter, the need for large,
shareable, prosodically labeled corpora is viewed as increasingly import¿nt, given the
labor-intensive natural of corpora labeling. To promote the development of such corpora,
some efforts have been made to agree upon common labeling standa¡ds, such as the
cunent TOBI standard for Ståndard American English which has recently been proposed
(Silverman et a1,1992). While the term 'discourse' might seem to suggest spontaneous
conversation, in fact, most work in this a¡ea has defined discourse more generally as
'utterances in context'; so, monologues, elicited speech, read speech, and radio speech,
have been more frequently examined than natural dialogue.

PROSODIC CUES TO DISCOURSE STRUCTURE

Most researchers who worþ on discourse accept that it is structured into segments; dis-
agreement arises primarily over the nature of the larger units into which segments are
grouped, and the relationship among individual segments. To daæ, most studies of
prosody and discourse structure have focussed on how intonational and acoustic variation
signals segment boundaries and conveys larger'topic' structures.

The notion that discourse structure is signalled by variation in intonational features such
as pitch range, timing, and amplitude - and probably variation in some combination of
these features - has been widely believed for years. However, there has been surprisingly
little empirical æsting of this belief. A major problem is noted by Brown et al. (Brown
et a1.,1980, p, 21) rn discussing some production studies designed to elicit acoustic and
intonationalcuestodiscoursestructure: "... untilanindependenttheoryoftopic-structure
is formulaæd, much of our argument in this area is in danger of circularity." In fact, most
speech-based empirical studies have assumed a particular structure for the discourses they
examine or use Íìs stimuli and have then looked for acoustic-intonational indicators of
these assumed structures, usually using the experimenter's intuitive notions about changes
in topic and topic-subtopic relations. Alærnatively, they have used lexcal phenomena
believed to be constraired by discourse structure (such as pronominal forms) or supposed
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to explicitly indicate structure (such as cue phrases) as indicators of structure, even when
these hypotheses themselves remain to be æsæd.

One of the features most frequently mentioned as important to conveying some kind
of 'topic structure' in discourse is pmcH RANcE (the dist¿nce between thè maximum
of the ¡UNDAUENTAL FREQUENCv (f0) for the vowel portions of accented syllables in
the phrase and the speaker's baseline, defined for each each speaker as the lowest poi¡t
reached in normal speech over all , In a study of speakers ieading a story, Brown et
al. (Brownet a1.,1980) found that subjects tyfically staræd new to"pics relaitively high
in their pirch range and finished topics by compressing their rangef they hypothèsized
that internal structure within a topic was similarly marked. læhiste (tæhisæ,1975) had
reported similar results earlier for single paragraphs. Silverman (Silverman, 1987) found
that manipulation of pitch range alone, or range in conjunction with pausal duration
between utterances, could enable subjects to disambiguate utterances that-were intuitively
poæntially structurally ambiguous reliably; for example, he used a small pirch range to
signal either continuation or ending ofa topic or quotation, and expanded range to indìcaæ
topic shift or quotation continuation. Avesani and Vayra (Avesani and Vayra,1988) also
found va¡iation in range in productions by a professional speaker which appéar to conelate
with topic structure, and Ayers (Ayers,1992) found that pirch range appe¿¡rs to correlate
more closely with hierarchical topic structure in read speech than in spontaneous speech.
Swerts et al (Swerts et a1.,1992) also found that f0 scaling was a rèliable indicãtor of
discourse structure in spoken instructions, although the strucfures testÊd were quite simple.
Duration of pause between utterances or phrases has also been identified as an-indicatoì of
topic structure in (læhiste,1979: Chafe,l980; Brown er aI.,1980; Silverman,1987; Avesani
and Vayra,l988; Swerts et a1.,I992; Passoneau and Litman,l993). Brown et al. found
that longer, 'topic pauses' (.ó-.8 sec.) marked major topic shifts (Brown et a1.,1980, 57).
Passoneau & Litman (Passoneau and Litman,1993) alsofound that presence ofpause was
a good indicator of segment boundaries in Chafe's pear stories, when ûested against their
ownsubjects'segmentâtionsofthesestories. Anotheraspectoftiming,speakingrafe,was
found by Iæhisæ (læhiste,1980) and by Butterworth (Butterworth,1975) to be associated
with perception of text structure: both found that utterances beginning segments exhibited
slower rates tlose completing segments were uttered more rapidly. Amplitude was also
noted by Brown et al. (Brown et a1.,1980) as a signal of topic shiftl they found that
amplitude appeared to rise at the start ofa new topic and fall ai the end. Finã|lç contour
type has been noted (Brow_n-et a1.,1980; Swerts et al.,1992) as a poæntial correlaæ of topic
structu¡e. In particular, (Hirschberg and Pienehumbert,l9S6) suggested that so-calied
'downstepped' contours (In which one or more pitch accents which follow a complex
accent ¿Ire uttered in a compressed range, producing a 'stairstep' effect,) commõnly
appear either at the beginning or the ending of topics. Empirical studies reported in
(Swerts et a1.,1992) showed that 'low' vs. 'not-low' boundary tones were good predictors
oftopic endings vs. continuaúons.

Recently, Hirschberg & Grosz (Hirschberg and Grosz, 1992; Grosz and Hirschberg, 1992)
have addressed the problem ofacoustic-prosodic correlates ofdiscourse structure, inspired
by the need to test potential correlates against an independent notion ofdiscourse struCture,
as noted -by 

(Brown et a1.,1980). We looked at pitch range, aspects of timi¡g and contour,
and.amplitude to see how well they predicted discoursasegmentation decisions made by
subjects using instructions based on the Crosz and Sidner 1986 (Grosz and Sidner,l986)
model of discourse structure. Our corpus consisted of three AP news stories previously
recorded by a professional speaker. Subjects labeled either from text alone (Group T)
or from text (with all orthographic markings except sentence-final punctuation remoled)
and speech (Group S); average inter-labeler agreement for structural elements varied from
'l4.3Vo to 95.1Vo for subject decisions such as where segments began and ended. Deci-
sions subjects all agreed upon were tlen correlated with variation in the acoustic-prosodic
features mentioned above, as well as features such as change in f0 from preceding phrase,
subsequent as well as preceding pause, absolute and relative amplitude, and type of nu-
clear pitch accent, We found statistically signifrcant associations between aspeiti of pitch
range, amplitude, and timing with segment beginnings and segment endings both for
labelings from text alone and for labelings from speech.
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For phrases labelled as beginning segments (We collapsed this caûegory with phrases
identified as spcl¡ENT MEDIAL PoPs, those phrases which immediately followed a segment
final phrase.) identified by Group T, we found signifrcant effects for pitch range and
subsequent pause; for Group S significant effects were found for piæh range, subsequent
pause and preceding pause. So, segment beginnings do appear to be signalled by expanded
iange and timing, as previous studies had suggested. For phrases ending a segment, for
both Group T and Group S, we found a single intonational correlate, subsequent pause;
longer subsequent pauses are significantly associated with segment-final phrases. These
findings confrrm those noted above that piæh range and timing variation are important
in signaling topic structure, and demonstrate that these relationships hold when topic
structure has been independently determined from consensus subject labeling, which is
based upon an independently-motivaæd theory of discourse.

We further found that segment beginnings and endings could be reliably identified
from the samo acoustic and prosodic features with considerable success, For example,
automatically generated prediction trees distinguished segment beginnings from other
phrases in 91.5% ofcases, using only a simple combination of constraints on duration of
precedingpause(>ó47msec.) andpirchrange(<276H2.). Theydistinguishedsegment-
final phrases from other phrases in92.5%o of cases, using subsequent pause (> 913 msec.),
amount of f0 change from prior phrase (< 937o), and overall rate for the story Þ 4.76
sps).

While these initial studies were encouraging, they also revealed some problems with
our experimental design: First, due to the speech corpus we employed, we had no
access to the speaker's own intentions with respect to structure at the time of recording.
Inferring these intentions from labelers' performance on text was much too indirect to
be satisfying. The subject matter of the recordings, news stories, proved unexpectedly
difficult to segment for our subjects. We also felt we had inadequaæ means to compare
interlabeler segmentation; clearly segment beginnings and endings only capture part of
what is going on in a discourse. lVe will be addressing these problems in the next phase
of the study.

INTONATIONAL PROMINENCE AND INFORMATION STATUS

How speakers decide which words to accent and which to deaccent is an open research
question. While syntactic stn¡cture was once believed to determine accent placement,
it is now generally held that syntactic, semantic, and discourseþragmatic factors are all
involved in accent decisions (Bolinger,1972; Bardovi-Harlig,1983). Word class, gram-
matical function, syntactic constituency, and surface position are still believed to influence
accent location (Ladd,1979b; Eræschik-Shir and Lappin,1983), and there are some recent
empirical results supporting this (Altenberg,l987; Terken and Hirschberg,l992). But it
has also been found that less easily defined phenomena falling into the broad category of
INFoRMATION sm,*rus, including CONTRASTIVENESS (Bolinger,1961 ; Bing,1983; Bardov!
Harlig,1983; Couper-Kuhlen,1984), FocUS (Jackendoff,1972; Rooth,1985; Baart"1987;
Dirksen,1992; Wilson and Sperber,l979; Enkvist,1979; Gussenhoven,l983; Rochemont
and Culicover,1990; Home,1987; Zacharski,1992; Eady and Cooper,1986), and thecwEN/
tww distinction (Brown,1983; Fuchs,l984;Kruyt,1985; FowlerandHousum,l98T;Terken
and Nooteboom,l987; Nooteboom and Kruyt,1987; Koopmans-van Beinum and van
Bergem,1989; Home,1991) influence accent decisions, with most of the empirical studies
currently focussing on the last caægory. All of these types of information st¿tus are defined
in t€rms of the structure of the discourse context. At least implicit in the notion of what is
'in focus' or what is 'given' in these accounts is some assumption about how discourses
are structured, and what identifies an item as focussed or as given or as contrastive in
its context. (Clearly, the cue of accent€dness itself cannot be used as such an indicator
for the study of accent itself, so some independent notion of discourse structure must be
appealed to in order to establish the discourse variables to be tested.) Ofæn, these models
are not made explicit, or are greatly simplified for the purposes of the experiment; it is
not always clear, thus, how results will generalize. Also, it is not eÍNy to compare results
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when researchers have made different assumptions, as, about what defines 'givenncss',
The role of accent in reference resolution has been more speculated upon than studied,

although observations such as Lakoff's (Lakoff,l97l) classic 'John called Bill a Repub-
lican and then HE in"sulted HIM' have long been noted. Some empirical work hasalso
been done (Gleitman,1961; Hirschberg and Ward,1991; Horne,1985). However, given the
heavy emphasis on tlis topic in text-based studies of discourse, there would appear to be
richer ûelds to plow here than have yet been touched.

As yet there have been few åttempts to combine poæntial or attested deærminants
of accent location into uniûed models of accent assignment, perhaps because the role
of individual factors is still an open question. But it is important to start viewing our
knowledge of the contribution of individual phenomena, such as 'givenness', within the
larger framework of contributions from other discourse features and from syntactic and
semantic features. There is of course considerable practical incentive to find-solutions to
these problems for text-to-speech synthesis. Many current research systems implement
algorithms which atæmpt to make use of discourse-level information foraccent assignment
(Carlson and Granstrom,l973; Horne,1987; Hirschberg,l990; Monaghan,l99l; Quené
and Kager,l992); message-to-speech systems have also employed thei¡ richer sources of
discourse information to improve prominence location @avis and Hirschberg,l9S8; House
and Youd,1990).

CONCLUSION

So, we have some evidence of some intonational and acoustic features that appear to
signal certain aspects ofdiscourse structure, such as topic beginnings and endings. And
we have soma lotion about which discourse-level factors influence the decision to accent
an item. In neither case do we know which factors are more important or more reliable than
others. Nor do we know what sort of interaction there is among different cues. Nor do we
know much about speaker or lisæner variability. Future work on intonation and discourse
must thus address the following questions: What discourse factors influence intonational
decisions, and how do these discourse factors inûeract with other components of the
grammar? What sort of individual variation exists in these models? What assumptions
are we making about our underlying models of discourse phenomena when we stuily the
mapping between intonation and discourse? Are they justifred?
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ABSTRACT
It ís ínvestigated whether the approaching end of a spontaneously produced description ís

presignalteã by prosodic meais-. Experiment I iies to determine to what efrent listeners

ir, ãøt, to "ii^ot, 
(on the basis o! prosoilic cues) how far a given utterance ís situated

from the end of a deiüíption. Expeiment II is set lp to system^rtcally test - W means of
"manipulated synthetic frosody - the cue strength of speech melody and duration as

predictors of discourse finality.

INTRODUCTION
One of the important functions of prosody is the dema¡cation of units of discourse. For
instance, the eiid of discou¡se segmènts can be signalled by means of low_ boundary tones

(e.g. Brówn et al, 1980, Swerts ét d,. 1992). However,prosodic c¡es such-as these tones

àe-rather local in the sense ofbeing positioned right before or at the actual boundary. It,is
a relevant question whether important breaks in the flow of information ca¡r also be

presignalled, i.e. announced some time before they gcnrally occuf' so that listeners can

ã"ti"íp"t" them. Anecdotical evidence for the possibility of anticipation caf¡ e.g. be found

in thË small delay between the end of discourse segments and the onset of applause in
political speeches.^ 

Gròsjean (1983) has already shown that subjects, basing themselves solely on
prosodic cues, are surprisingly accrrate at estimating the upcoming ending-of a sentence'

is Grosjean's study was limited to prosodic prediction at the sentence level in ¡ead-aloud

speech, ihe preseni investigation is iet up to test whether his findings can.be generalized

tõ 1i¡ targ"r-ìcale discoursè units (ü) in spontaneous speech, The analysis is centred on a

particular type of descriptive language use, i'e. route descriptions.

EXPERIMENT I
In this experiment it is explored whether listeners ca¡r gxplgit prosodic-cues of an

utterance tô estimate how fa¡ it is situated from the end of a (spontaneously produced)

route description.

Speech materials, elicitation method
A Dutch speaker was asked to describe routes ftom given starting points to given end

poitt6 ott tit" U*ir of (scheriratic) city maps. Fou¡ of these descriptiolrs -were 
selected for

iurttrer experimentæion, the selection being based on the absence of clea¡ non-prosodic
(lexical) cues to discourse position. The seven last clauses of each description were

isolated from their contexts, giving 28 utterances to be used in the listening experiment.

Perception test
Two lists of randomly o¡dered utterances were created, containing four repetitions of each

utterance. Both lists were played to ten listeners each (chosen from students and. staff of
IPO) who were asked to estimate fo¡ each stimulus how many clauses (0 to 6), simila¡ in
lengrh and nature to the one presented, followed in the original goryexr The interval

between two utterances was 4 s, in which time period listeners had to rcspond. The
lisening test was preceded by the presentation of a short fragrnent of a route description
(which was not used in the actual experiment) to get the subjects accustomed to the

speaker's voice and speech rcgister.
The lisening iesults, averaged over the different types of clauses (6 to -0) of the
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fo'r- ¡oute descriptions, are given in figure l, which is a three-dimensional plot of a
confi¡sion matrix.
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Figure 1. 3-D plot of perceptual results (averaged over the 4 route-descriptions)

figotg t bring¡ to light that in this speaker's route descriptions listeners only begin to hear
that the end is approaching at one clause from the f¡iral one. As can be sãen in the

bar chart {uq*r, the answers to the clauses -6 to -2 are similarly distributed
a¡ound the middle of the scale. The picture for clause -1 is different in that thóre is a clear
preference of the listene¡s to label it - correctly - as the prefinal clause. Finally, the last
clause of the total route description can most easily bê classified conectly," which is
reflected in the large amount of ¡esponses fo¡ the -0 class.

Acoustic measurements
Casual listenin-g by_ two,prosody researchers suggested that the most prominent cues \¡r'ere
the pitch and du¡ation of the last word of a clauJe. Therefore, fundarnental frequency (Fo)
was dete¡mined at the end of each clause and the relative duration of the last word of each
clause was measured and compared to the average length of the same word read aloud
four times_ jn isolation by the same speaker. AveragJvalues were computed for each
clause position over fou¡ descriptions (see figure 2).

It can be noticed that on the whole the¡e is a close correspondence between the
results of the perceptual test (see figure 1) and the acoustic variables measured. AnANovA reveals thar clauses -6 to -2 do not differ with respect to the two acoustic
features (except for the difference in end frequency between -5 

^and 
-4), whe¡eas the two

other clauses, -1 and -0, differ from any of the others as to these two features, again with
o,ne exception: the difference in end frequency between -4 a¡rd -l is not significint. From
the prefinal clause onwa¡ds, a clear, though non-significant, tendency can bãobserved: end
frequency gets lowered stepwise and the last wordbecomes increasingly shorter.

EXPERIMENT II
This epgrimgnt yas sej up ro independenrly rest rhe cue validity of both end frequency
a¡rd relative duration of the last word in an utterance, keeping other @rosodic) variables
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constant, in order to explore whether these parameters are suûficient to influence zubjects'

finality judgments.

Ë
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Figure 2. Results of acoustic measurements (explanations in ten)

Speech materials, prosodic variables
The Dutch sentence "en dan gãan;e rec¡tsaf' (and then we tum right)' with accelt on the

svllable ,,rechts-',, unerea Uyi male speaker at a normal speaking iate, was.recorded with

;'iöïå"ìÄi1ü i;;ã;#y 
"ï 

It bft'. Melody and dr¡r¿:tion wèrc varied by means of a

;;"ã; il;Ñoti.i" t.í¡"iâo" lCtgrpenqei' and Moulines 1989)' ¡esulting in nine

different prosodió pattems, as shown in figure 3'

[fl^LmoÌ{orilßs

RECHTSAF

l2t ll¡

ItSllt EilDF

la3llr

+-+
#.è

t70r
ttlil Dtl

¡tld

Figure 3. Graphical representatíon ofthe stimuli used

The different melodic contorus that the utterance was orovided with were identical from

the beginning of dr" ott"rar,äö,; fÀ" p,t;q ;i:ry, i; the wllable "rechts-". From that

point, pitch could either tit;;"ût. .yllaiur"- "oq' (and end iÄ tzs H')' fall (and end in

iðä'Ht;;r"[ain at the r,igfr"i ¿"á¡i"tiòn üne (anà end in 115 Hz). The duration of the

BND¡RXQUMY
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word "rechtsaf' was eilher original (i.e. 870 ms), or reduced to 907o (780 ms) or 807o
(690 ms), respcctively.

Procedure
Two lists of randomized utterances were created, containing four rcpctitions of each
utterance. Both lists were played to seven listeners each (all 14 subjects selectcd from
students and staff of IPO). The interval between two successive utterances was 4 s, in
which time period subjects had to respond. After having heard a paaiculor sentence,
listeners had to say how near to the end of ¿ route descrþtion the sentence was uttered.
They had to express their judgment on a ten-point scale with l0 meaning 'very close to
the end' and I 'far from the end'. The actual experimeff was preceded by a random
presentation of five of the utterances to give the listeners an impression of the stimuli.

The mean ræings, averaged over the resporu¡es of 14 listcners, are given in table l,
together with their standard deviations.

Table 1, Resuhs of perception test (explanatiow in rcn)

870 ms

780 ms

690 ms

Dur \ ¡"r¿r

6.30 (2.70)

7.02 (2.49)

7.32 (z.rt)
103 Hz

5.48 (2.41)

6.13 (2.18)

6.67 (2.13)

115 Hz

4.32 Q.37)

4.89 (2.51)

5.39 Q.47)

129 llz

Table 1 indicarcs that both prosodic variables had an effect on the üsteners' perception of
finality: a given utterance sounds more final the lowcr its end frequency (though all the
boundary tones ¡¡re not-low in the terminology of e.g. Brown ct al. (1980)), and thc fasær
the last word ofthe utterance is spoken.

DISCUSSION AND CONCLUSION
Summarizing the ¡esults of these experiments: speech melody, i.e. end ftequency, and
length, i.e. relative duration of the last word of an uttennce, were shown to give
information about the serial position of an utterance within a discourse unit. Mo¡c
specifically, in the monologues analyzed, intonæional and du¡ational properties distinguish
between three classes of utterances: final, prefinal and non-final ones. The picture may be
different fo¡ other speakers or for other speech genres, for instance rlialogr¡es. In the latter,
prosodic predictors of finality may also play a role to indicate the ending of a tum: this
phenomenon may then partly explain the often fluent transitions between qleakers' tums,
i.e. without much overlap nor delay (Levinson 1983).
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ÀBSTRACT
The present coürtbúion ß part of a larger investigation on tonnl structuring in
spontaneow Greek discourse, In this paper, we present our observations on prosodíc
coherence and thc role of iwonation in signalling dffirew types of prosodic
boundaries. Our annþsis is concentrated on tonal sequences that may be used at
intonation unit boundaries, The results support thc view that variow combinatiow of
prosodic paratneters are used for discourse segmentation, but thcy ølso bring iwo
light evidence that different tonnl manifestatioß at prosodic boundaries may imply

dffirent prosodic cohcrence and discourse interpretøion,

INTRODUCTION
This paper reports our latest results on the use of intonation for prosodic coherence in
spontaneous Greek discourse. Our current research on Greek prosody is in the
framework of an ongoing project on speech technology (LOGOS, l99l-93) in which
the University of Athens @honetics Iaboratory) participates with three additional
partners: the Institute for Language and Speech Processing (Athens), Athens

Polytechnic @ept. of Computer Science), and Knowledge S.A. (Patras). Research on

Greek (e.g. Botinis 1989, 1992) as well as investigations on different languages (e.g.

Bruce et al. 1991 for Swedish) refer to alternative straûegies a speaker may use for
prosodic segmentation. In Greek, a regular tonal pattern at prosodic boundaries is an

abruptpitch-change, from a high pitch-level associated with continuative accent ofthe
preceding prosodic unit to a low pitch-level for the following prosodic unit. However,

in this paper we report our latest observations, with reference to another prosodic
pattem, i.e. a complex rise-fall pitch patt€rn realised as one pitch gesture; the pitch-
rise is associated with the preceding prosodic unit, whereas the pitch-fall is associated

with the following prosodic unit. We assume that the different tonal sequences at
prosodic boundaries represent different types of prosodic coherence and discourse
interpretation.

SPEECII ANALYS$
The speech material presented in the present article consists of small speech units
from a spontaneous dialogue between a programme leader and a programme

participant (both males) that exemplify different pattems of intonation sequences

associated with different types ofprosodic coherence. The dialogue was recorded on a

consumer-quality cassette recorder and analysed on the CSL ofKay Elemetrics Corp.

at a sampling rate of l0 KHz at the Phonetics Laboratory, University of Athens. Our
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analysis is organised into four complementary stages: (1) text-discourse analysis in
terms of syntactic-units, turn-units, and dircourse structure; (2) auditory-phonetic
analysis in ûerms of audiùory-prosodic units; (3) acoustic-phonetic analysis in terms of
acoustic-prosodic units; and (4) perceptual analysis and analysis-by-synthesis. In the
present paper we shall confine ourselves to the acoustic-phonetic analysis,
concentrating ûo specific prosodic units and their discourse interpretation.

TONAL SEQIIET{CES rN PROSODTC BOIINDARIES
Discourse prosody has taught us that a speaker may segment his turn-unit in
unpredictable ways and, quiùe often, at great variance with syntax. At the present, we
do not have sufficient knowledge "... as to what makes a speaker segment his speech
in one way rather than another and, furthermore, what are the consequences of
segmentation for communicative meaning?" @otinis 1992, p, 49). Our current
research on prosodic units on spontaneous speech has revealed a new pattem at
intonation unit boundaries and, at the same time, has thrown light on recent
observations about their interpretation. We shall thus present our material in four
successive steps that represent our accumulated work on discourse prosody.

First, Figure I represents the programme participant's pitch-contour of the speech-
unit /'ezisan ke meya'lurlisan/ '(they) lived and grew bigger' which is within a larger
turn-unit. This speech-unit shows two pitch-gestures each beginning at the stress€d
syllable of the corresponding stress group. Our pres€nt inûerpretation of this pitch-
pattem is that the speaker wants the listener to consider this speech-unit as two
relatively independent communicative entities and, for that puq)ose, the spe¿ker
assigns one pitch-gesture to each stress group. On the other hand, these
communicative entities, in this example two lexical items, are closely related since
they have the same pitch pattern and not any higher pitch/prosodic disjuncture but the
two pitch-gestures.

Fig. 1.'e z i s a n ke mela'l u r 1i s a n
'(fhey) lived and grew bigger'

Second, Figure 2 shows the programme participant's pitch-contour of the speech-
unit /kata ôi'afores epo'xes egata'sheikan sti make6o'nia./ 'in different times (they)
settled down in Macedonia' which is also within a larger turn-unit. This speech-unit
appears with hardly any pitch-change @ut microprosodic interferences) except for the
boundary of the speech-unit which is associated with a major pitch-up. In our earlier
analysis (Botinis 1989, 1991) we have referred to this pitch-gesture as "continuative
accent" that is realised o¡ the final syllable(s) of the boundary and may have its
turning point either at a stressed or an unstressed syllable; it has been attributed to a
turn-keeping function with forward directionality. Our present position on this pitch
pattern is that the speaker intends to convey the information of this speech-unit as a
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single unit and not as several; hence, the flatæning of the tonal structure up to the

major pitch-up at the boundary. This flattening denot€s a high degree of prosodic

coherence whereas the major pitch-up contributes to a relative strong independence of
this speech-unit as well as its structuring with what it follows.

Fig.2.kataôi'aforesepo'xes egata's t a 0ikan sti makeôo'nia
'in different times (they) settled down in Macedonia'

Third, Figure 3 represents the programme participant's pitch-contour of the

speech-unit /'opos '0aleye ka'nis kriti'kos/ 'as one might say a Creten' which is also

within a larger tum-unit. In this speech-unit the word /ka'nis/ appeârs with a major

pitch-up which reaches its maximum at the \¡/ord boundary. This piæh-gesture is not a

focal accent, since the focal accent is realised as a major pirch-down at its domain of
application (see Botinis 1992), but neither is it a pitch-gesture associated with a stress

group (cf. Fig. 1). Furthermore, we may not consider it as a tum-keeping cue since

the syntâctic structure where that would be most probable is not complete at this point
for this particular context. On the other hand, there is an abrupt pitch-change to a low
pirch-level associated with the onset of the following word /kriti'kos/, which then

takes on the same tonal patt€rn as /ka'nis/. We interpret this abrupt pitch-change as a

prosodic disjuncture, the function of which is to assign the word /kriti'kos/ an

independent information constituency.

Fig.3. 'opos '0aleye ka'nis krit i 'k o s

, 'as one might say a Creten'
I:st, Figure 4 represents the programme participant's pitch-contour of the speech-

unit /me sxo'lia me ekli'sies me 'xrimata/ 'with schools, with churches, with money'

which is also within a larger tum-unit. We observe two major piæh-ups associated

with the boundaries of the prepositional phrases /me sxo'lia./ and /me ekli'sies/, which

have similar tonal patterns similar to those of Figure 3, rather than the stress groups

of the coresponding words (cf. Fig. 1). On the other hand, there is no abrubt pitch-
change to a low level associated with the onset of the following material' either with
/me ekli'sies/ or /me 'x¡imata/, the kind of which is represented at Figure 3. Instead,

we observe a pitch-down which forms a single pitch-gesture in combination with the
pitch-up of the preceding prosodic unit. We will call this "phrasal cross-over". Thus

the series of pitch pattems is not repea.ted at the final boundary of the last
prepositional phrase /me 'xrimata/, since this phrase forms the last paratactic
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information iæm. We intÊrpret phrasâl cross-over as an additive prosodic disjuncture
whose function is to give the relevant material an independent information
constituency while at the same time adding it to a larger information unit.

me sxo'lia me ekli'siesme'xrimata
'with schools, with churches, with money'

CONCLUSIONS
Our latest research partly presenæd in the present paper has opened new ways to look
into discourse prosodic units, A major question which has ptzzled us over the last
years has been the range of freedon a speaker has to segment his speech, ranging from
a single word to a whole turn-unit. We think that the speaker segments his speech into
prosodic units in order to apply to them a (relativeþ) independent information
structure, and this determines the options he may use.

On the other hand, the different prosodic strategies a speaker may use to segment
his speech appear to us not as a means to an end in themselves but primarely to
produce different cohesion patterns for communicative purposes in accordance with
the information structure he wants to convey. Thus, a basic question put by
researchers on phrasing (e.g. Bruce et al. 1991) with regard to a probable hierarchy of
prosodic parameters represents a ffust aspect of prosodic segmentation; a second, the
one we have presented, is the different pattems a prosdic parameter, and particularly
intonation, may take for distinctive cohesion patterns in discourse communication,
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ABSTRACT
In this paper a study of F0 patterns at paragraph level is presented. The goals of this
work are the search of a domainfor the 'basic intonation unif within the paragraph and
the vøIidation of the existence of an F0 patternfor the whole paragraph. The results
suggest that it is necessary to define a specinl linguistic unit that covers the scope of these
patterns. They also seem to indicate that there is some general tendency to a global
declination in the paragraphs, specinlly in the bottomline, and that there exists some kind
of pørtial reset working at the internal boundaries of the paragraph.

INTRODUCTION
Intonationl at paragraph level has been studied fo¡ different languages such as Danish
(Thorsen, 1985) or English (Ladd, 1988) among others, but not for Spanish. This work
presents the preliminary results of a study of paragraph intonation of Spanish text
readings. It has been focused on two topics related to the intonation in paragraphs: a)
how can paragraph F0 contours be split into smaller units, and b) whether it is possible to
define a global paragraph F0 pattem.

Intonation units within the paragraph
The F0 contour of a whole paragraph can be seen as a series of one o¡ several global F0
patterns, (henceforth pitch contours). Assuming that F0 contours have a general
tendency to decline, F0 resets can be a cue to indicate the beginning of a new pitch
contour. An F0 reset is found when the general F0 level of a contour is reset (placed at a
higher level).

Each pitch contour has an associated domain in the paragraph, that we will call here
contour domain. It is not clear yet, what is the nature of this domain. Some studies
assume that pitch contours match syntactic units, mainly clauses or sentences. Recent
studies in phonology (i.e. Selkirk 1984, Nespor & Vogel, 1986, among others) have
noted the lack of an exact matching between syntactic and intonative units, and suggest a
phonological unit, the 'intonational phrase' as the basic domain for pitch contours. A
phonetic unit, the breath gtoup, has also been proposed as a domain fo¡ intonational units
in Spanish (Navarro, 1939). However, the results of recent studies suggest (Schuetze-
Cobum et al.,1991, for example) that there is not an exact matching between the position
of pauses and the position of F0 resets in discourse. Breath groups would not be then
always the domain for the pitch contours.

A F0 pattern for the whole paragraph
Several studies on intonation in paragraphs have reported the presence of some kind of
global pattern through the different pitch contours of a paragraph. This pattern could be
defined as a general 'supra-declination' line linking the onset of the initial pitch contour

I Intonation is considered here as the evolution of the F0 contours at a non-local level (phrases, sentences
and beyond).
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and the offset of the final pitch contour in the paragraph (Thorsen, 1985). Thorsen's
study shows that initial and final values of contours in paragraphs are kept quite constant
independently of the length of the text, and that within the paragraphs, the starting values
of each contour depend on the number of sentences and the length of each one.

Finally, it has also been hypothesized that the starting value of the pitch contours is
also dependent on the degree ofcoherence between the syntactic components before and
after the reset. According to this hypothesis, the reset will be higher if it is placed
between two sentences (total reset) than if it is placed between two coordinated clauses,
for example (partial reset).

105

GOALS AND METTIOD

Goals
The goals of this work are following: 1) To find out the different pitch contours in a
series of paragraphs, by looking for the different F0 resets; 2) to analyze the domain of
these contours, in order to define which is the type of unit (syntactic, phonological,
phonetic) underlying them; 3) to study the structure of these pitch contours, and to
analyse its relation with the rest of contours in the paragraph, including the hypothesis of
the partial reset.

Material
A corpus of'real' speech material has been collected, including news and comments read
by professional speakers (extracted from recordings ofradio and TV news bulletins) and
by non professional ones (readings ofjoumal news). The chosen paragraphs have been
labeled according to its duration in number of syllables (10 categories established), the
number of sentences in the paragraph (6 categories), the type of speaker
(professionaVnon professional) and the type of read text (news/comments of news). The
combination of these labeling served to classiff each paragraph.

The results presented in this study have been obtained only from a small part of this
corpus. The analyzed paragraphs have been extracted from news read by professional
speakers. The range of categories was also limited to a maximum of 4 sentences per
paragraph (category 3), and a maximum of 326 syllables (category 6). An example of
each category was selected for the analysis, giving a total of 11 paragraphs analyzed,
ranging from I to 4 sentences, and from 5l to 287 syllables per paragraph. This is a
rather small amount of analyzed material, so the results should have to be considered as
preliminary.

Measurements and analyses
The presence of a F0 reset was detected if these three conditions were met: a) there was a
boundary that could imply a reset (pause, syntactic boundary); b) the F0 value of the last
F0 maximum before the potential boundary was lower than the F0 value in the first
maximum after the boundary; c) the last F0 minimum before the boundary was lower
than the corresponding value at the first minimum after the boundary. Minima and
maxima were defined as points in syllabic nuclei that showed lower or higher F0 values,
respectively, that their immediately preceding or following syllables.

Once a pitch contour was defined in this way, F0 and time values corresponding to its
fi¡st maximum (IMax), the first minimum (IMin), the final maximum (FMax) and the
final minimum (FMin) were taken. Duration of the contour was also calculated. Finally,
the number and position of pauses in the contour, ånd the syntactic type of boundary
were noted as well.

Initial and final maxima and minima were used to trace top and bottom lines for each
contour and for each paragraph, in the way that can be observed in Figure l. The
difference between the first and the last maximum, on the one hand, and between the first
and the last minimum, on the other, were computed, as well as the slope of these lines, in
Hz,/sec., both for each contour and for each paragraph as a whole.
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Figure 1. Top and bottom lines calculated for the pitch contours of one of the analysed
paragraphs. Solid lines correspond to the different pitch contours, and dashed lines to the
whole paragraph.

Finally, the level of reset in toplines was determined by subtracting the F0 value at
FMax (last maximum before the reset ) from the value at IMax (first maximum after the
reset). The same procedure was used with FMin and IMin to calculate the level of reset in
the bottomli¡e.

RESULTS
The analysis of the I 1 paragraphs led to its segmentation into 44 different pitch contours.
The results of the analyses performed on these contours are summarized below.

Contour domains
The analysis of the relation between breath group and pitch contouts led to the following
results:

l) There is a clea¡ tendency to find pauses at the end of the pitch contours (36 times,
8l.81 Vo of the cases).
2) This does not mean that there exists a high degree of matching between breath

groups and contour domains, because it is not rare to find domains containing more
that one breath group (29.54 7o of the cases presented 2 or more pauses in a single
contour), or only a part of it (18. I I 7o of the contou¡s showed no pause at all, even at
the end of the contou¡).

The analysis of the relatíon between syntactic structure and contour domains showed
that:

1) There is a tendency to find resets at the end of sentences (20 cases, 45.457o of the
total), but more that 507o was found in other boundaries: before a verbal complement
(6times, I3.63Eoof thecases),attheendof asubordinateclause(5 Times, ll.367o),
between the Subject and the Predicate (ll.36Vo), after parenthetical phrases (6.8lVo)
after phrases moved to the front of the sentence (2 times, 4.54Vo), between two
coordinate elements (4.547o) or between the verb and its object (1 time, 2.21Vo).
These results show that there is a tendency in complex paragraphs to find the resets at
the end of major syntactic boundaries (sentences or clauses), but it is also possible to
find them at lower-level boundaries.
2) The analysis of the syntactic categories underlying the contours led to the
conclusion that in a high number ofcases (19 times, 43.18 Vo ofthe cases) it was not
possible to find a syntactic structute that matched the domain of the pitch contour.
When it was possible, this category was a Sentence or a Clause (17 times, 38.63Vo
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together). There appeared other categories as NP Subject or VP Predicate (3 times
each) with a lower percentage ofoccunences.

Definition of a global paragraph unit
The analysis of the top and bottom lines for the whole paragraphs gave the following
results:

l) There is a tendency to the declination in both the top and the bottom lines of the
paragraphs (mean declining slope in both: -1.79 Hzlsec. for the topline and -3.4
Hzlsec. for the bottomline). This tendency is stronger in the bottom than in the
topline, mainly due to the fact that some of the paragraphs showed a positive topline
(maximum value: 1.53 Hz,/sec. of rising slope). There is also less variation in the
slope of the bottorìline than in the slope of the topline, according to the standard
deviation for each line (1.971 for the top and 1.803 for the bottom).
2) There is a high correlation (-0.805) between number of syllables in the paragraph
and the slope of its bottonrline: the longer the paragraph is, the steeper is the slope of
its bottomline. This could indicate that initial and ñnal values of the bottornline are
more or less constant, while the slope is adapted to reach the same value at the end of
the paragraph.

Finally, as far as the analysis of partial reset is concemed, there seems to be a certain
degree of conelation between syntactic structure and level of reset in both the top and
bottom lines. The differences in the mean values for the level ofreset at sentence (40 Hz
for the topline and 4O.22Hz for the bottomline), clause (30.25 Hz for the top and34.4
Hz for the bottoÍiline) and SubjeclPredicate (19.4 Hz for top and,26.8 Hz for bottom)
boundaries seem to indicate that the weaker is the syntactic relation between the
constituents at both sides of the reset, the higher is the level of reset at that boundary. The
analysis of these means also suggests that the variation is higher in the top that in the
bottom line.

DISCUSSION AND CONCLUSION
The results presented here, although preliminary, seem to indicate, on the one hand, the
existence of a special prosodic unit that covers the domain ofpitch contours. Position of
pauses and syntactic structure seem to have an influence in the intonational parsing of
paragraphs, but there is not a one-to-one relation. On the other hand, these results
suggest too the existence of a global pattem for the whole paragraph, according to the
findings of earlier studies (Thorsen, 1985), and a relation between syntactic structure and
level of reset in the pitch contours within the paragraphs. Further research is being carried
out to confirm and formalize these findings.
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WMru
Figure 1. Example of a series with strings of geometricalfigures (different shadings
actually correspond to dìfferent colows)

In condition C3, the two tasks were combined. Speakers had to produce srings of
figures (as in Cl) and make the topical breaks apparent to the listener; at the same time,
they had to indicate (as in C2) when their description was finished, so that the dialogue

Local and global prosodic cues
to discourse organization in dialogues

Ronald Geluykens and Ma¡c Swerts*
lnstitute for Perception Research (IPO)
P.O. Box 513, NL-5ó00 MB Eindhoven

ABSTRACT
It ís experímentally investigated to what extent speakers rne prosody to signal topic- and
urn-bòundaries non-amõiguously to a lístenèr. Results show that local and globa!
melodic feaures are employed to sîuctwe both tnfomtation and interaction.

INTRODUCTION
This paper reports on an investigation into prosodic cues to dialogue struc-ture. In
monoiolue, piosody often signals how the discourse is structured in terms,of topical
organizãtionlsee Swerts & Geluykens, in press). In dialogue, prosody also play-s a-role
in the turn-taking mechanism (Sâcks et a-t1984). In this paper, we attempt to find out
experimentally to what extent these two dimensions, information and interaction, interfere
with one anoiher, and how speakers employ their prosodic resources to regulate both
dimensions in such a way that they are signalled non-ambiguously to the listener.

Research to date has generally been limited to uncont¡olled, spontaneous speech
(Brown et al. 1980; Schaffer 1983); to our knowledge, no work exists which tries to
investigate the two above-mentioned dimensions independently in a controlled manner.
Previous research has also tended to concentrate on local pirch cues (especially falling vs.
rising pitch); non-local cues ¡emain vinually uninvestigated. Since more global cues
appear to play a role in monologue (Swerts & Geluykens, in press), it seems reasonable
to assume that they are also relevant in dialogue discou¡se.

ACOUSTIC STUDY
Experimental set-up
A series of experiments was set up employing strings of differently coloured geometrical
figures (see also Swerts & Collier 1992). F-ach time two subjects (from a total of ten)
were seated in a sound-proof studio, without visual contact" and had to perform three
experiments (see also Table l),

In the fi¡st condition (Cl; monologue), the speaker had to describe from left to right
strings of geometrical figures (as in figure 1), in such a way that the 'topical breaks'
between the individual strings became apparent for the heare¡ the laner's task was to
indicate the perceived breaks on an answer sheet. In condition C2 (dialogpe), both
subjects acted as speakers and had 1o produce strings without any internal breaks, and
signal to the other panicipant when their tum was finished; the other speaker then had to
take over the floor as soon ,as Vhc felt it was possible. By means of experiments C I and
C2, we wanted to elicit both information ('topic') and interaction ('turn') sigtals in their
purest fonn.



ESCA Workshop on Prosody 1993

speåker instrrction

signal series breaks
signal end oforn
{sþal series breaks

{signal end of tum
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Oartner could take over. Listeners were instructed (i) to transcribe the topic boundaries
within each speaker-turn, and (ü) to take over the floor at the appropriaæ tum boundary.
In this way, iopic-finality and tûrn-fînality were varied to some extent independently
(since topic-finatity did not necessa¡ily imply tum-finality).

Table 1. Overview of experirnental set-up for the 3 conditions (Cl , C2, C3 )

c1
C2
c3

speech mode

monologue
¡lial6g¡s
dialogue

(simpD
(complex)

hear€r instruction

transcfibe bre¿ks
take over floor
Earicrib€breåks
øke over floor

Auditory analys¡s of pitch movements
To begin with, we analyzed auditorily the pitch contours in the different discourse
locatiõns of the elicited sþeech, i.e. striirg-intérnally, string-finally, and series-ñnally- It
appeared that the contour-s could most easily be disinguished into tho-se e-nding iq Hig!
(ü), Mid (M) or Low (L) level of a spealier's register. Results for the distribution of
these contours are in Table 2 (representiig which of the contours each of the ten speakers

used in the majority of cases in the different discourse locations; see also Geluykens and
Swerts 1992).

Table 2. Pltch contours (H, M, L) in various discourse posilions

end of sring
end ofseries

+
+

++
+

+
+

+

0
0
l0

c3Ml0
HO
LO

clM1000c2M100
H050Ho2
L0510L08

0
9
I

Table 2 reveals that, in the three conditions, the end of a series is always marked by
means of a Low-contour (in C2 and C3 end of series coinciding with a shift in speaking
turn) and descriptions of string-internal figures are always provided with an Mid-contour.
However, if we look at the string-final (but not series-final) contours, it appears that there
is an even distribution of High or Low in Cl, but a clear preference for High in C3'
Apparently, in the latter condition, a speaker knows that he risks to be intemrpted by his
partner if he uses a Low.

Table 3. Mean end-frequencies of dffirent pitch contours [+Sd]

monologue dialogue(simple) dialog¡e(complex)

ltoø{M

H
L

+0.08
-1.7r [2.9r]
+1.56 [2.38]
+7.40 Í2.301
-5.l7 n.561

+0.1 I
-2.85 [0.88]
+1.38 [1.84]
+10.20 Í1.17)
-5.56|t.621

+0.05

-1.18 [2.4U
+1.49 Q.Ml
+7.92 Q.861
4.57 tt.99l

ends
ends

(string
(string

M
M

HI
Ll

ln
in

Acoustic measurements
To give acoustic support to our auditory transcriptions, we determined instrumentally the
end-frequency of eãðh pitch contour. To make comparisons across speakers more easy,
the averãge distance (in semitones) between this end frequency and the speaker's avetage
pitch was calculated. Results are presented in Table 3.^ 

Results show that, in all threé conditions, average end-frequencies of string-internal
contours (row l) are very close to average frequencies, and very fa¡removed both from
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initial

end-frequencies of L's (row 5) and H's (row 4). This makes end-frequenly a reliable
indicato:r of discourse position. Secondiy, if one compares-internal end-freqlencies
which occur in strings énding in H (row 2) with those occuning in-strings ending in L
(row 3), an interestiãg pictuíe emerges, in that the former have a lower average end-
à*o"ióu than the hnãrì this is true iñ all three conditions. In other words, internal tones

are maxiínatty different irom the end-tone while staying near themiddle ofthe speaker's
pitch range. îhis has imponant repercussions, since it would appear that the lnal
þosirion õf a figute is, asìt were, pie-signalled in the end-frequencies of the prefinal
hgures. Since eñd-pitch (fall or rise) is an-important cue to discourse location, especially
in-condition 3, whât appèars to be the case iõ a non-local way of signalling whether the

ongoing series is goitig to be tum-final or not. In the following section' w-e will
inv-estifate, among õtheithings, whether this pre-signalling has perceptual cue value for
the listener.

PERCEPTUAL EVALUATION
Experimental set-up
In ôrder to evaluate the perceptual cue value of the acoustic characteristics (local and
global) discussed in the þreviôus section, we conducted a perception.experiment using
lhe speech produced in cõndition 3 (which was central to our investigaúon) as input.

Siimuüïere prepared in the following manner. From four.speakers, we selected
strings of 2 up td 5 hgures occurring in different discourse positions, vi"r turn-initial,
turn--medial, an¿ turn-ñnat. We then èmployed these as stimuli in various formats. First
of all, strings were presented in their entirety, including the final pitch- 99n_tour.-Secondly,
we choppeã off parts of the utterance, starting with the description of the last figure, and
continu^ú to do û\is until some stimuli had only one geometrical figure (the frst one) left.
Ten test subjects (students and staff at IPO) wera then asked to listen to all stimuli,
presented in random order, and indicate on a score sheet whether they thought a particular
-stimulus 

occurred initially, medially, or finally in a series of at least three of such strings.
Subjects could listen more than once to each stimulus.

Results and Discussion
Looking at the results for complete strings, presented inTatle 4, it app-ears that liste^ners'

scores ã¡e significantly higheì than chance (X2=217.391, p<.001). Moreover, if one
examines scores in mois deiail, this signifrcance appears to be mainly due to thei¡ almost
perfect perception of finality versus non-fìnality. We have therefor-e reinterpreted the
iesults,'confiating the two non-final judgmehts into one 'non-final' cafegory, as

represented in Table 5.

Ttble 4, Perceptual evaluation of dßcourse position within series (complete strings)

perceived as:

initiâl
modial
final

medial

3l
49
0

ñnäl

47
29
4

2
t
76

The differences visualized in table 5 turn out to be highly significant (X2=205.009'
p<.001). In other words, listeners are able to use prosody as a perceptual cue for finality
in dialogues. It remains to be seen, however, what it is precisely that.causes this result.
Do listeners respond solely to the nature of the final pitch contour, or is there something
more global, such as relaiive end-frequencies of internal pitch movements, which they
take iñto account? Results for the incomplete strings, which were constructed to test
precisely this potential non-local cue, should give us an answer to this question Since the
ielevani distinction appears to be 'fînal'versus 'non-final' (see above), we have once
again conflated the results into these t'fio categories (Table 6).
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non-final l¡nal

4
76
80

non-fi¡ral final

l1r

Table 5. Perceptual evaluarion of finatity vs. non-finality (Jull stíngs)

non-final

perceived as:

perceived as:

rotal

160
80
2Æ

15ó
4

r60
finâl
totål

Jab]9 6 shows that, even in the absence of filaI pitch cues, listeners are able to Derceivetinalitv of strings well above- chance lever <xz=ez.ig6:i¿.mii:õiäih""il;,ffi;""
of these strings .were reduced more exrensiùelv than bl i'"rt ¿"1êti"g rhe n"¿ irg"*, îirnforsome only the first fî€ure remaining, this ít ò*"rãtdè, 

"onvincingly 
rhat lisreners a¡e

?.?':--t_..T9" ryrcepru,ar use of nonlocar pro-sodic characreristics õr'tn" sp"eõr, iiln"l(tnougn perronnance does drop compared to full strings, as one would e*pëa, thJiãtte.
also containing local finality cues).

Table 6. Perceptual evaluation of finatÍty vs. nan-finality (incomplete strings)

non-fi¡al

!otål

560
280
8,l{)

425
135
560

r35
145
280

finâl
total

CONCLUSION
This limited experimental srudy has yielded a number o.f results concerning prosody indialogue. First of all, it was shówn tt{at speater. ãã 

"bre 
ro use- prosody in such a waythat both the informational and- inte¡actioñat omension is signalled in a non-ambisuous

manner. Speakers make use of local pitch conrours t ¡.;,-ñã;; õ;ä;;Ë:3Ër"lthe type of final pitch movement ¡v'.eanr oiG-en¿-rteqú"ncieìãfiri",or-ñ"ä fìrcr,movements.

. In a percep_tion test, the percep-tual_relwance of both local and non-local cues wasinvestigated. It appears thaf both locar and global p;o'odic¡;ui*;;i"vãî"1Ëî tr,"perception of finality: even in rhe absence otñ'nal pitãrrìontours, listenêrs h; itliiu¡L mpredict finalitv to some extent. This may be are tã nò"-¡"¿ìü¿:tä""îäãr¡i"iäir,.,
facrors, such as declination and accent diitiuution, .ãy alro pray ã -ie'1säõäì"îî"î, aSwerts 1992).

*both authors are also affiriated wirh rhe unilgrrty oJ Antwerp (uFsIA and uIA, respectively) and withthe,Betgian Nationar science Foundadon ewwo¡. iend ô;ìii;. rr,""t ¡ io, ú.ãiüi;;;áilr;" -earlier version of this paper.
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Why Sentence Modality in Spontaneous Speech is More

Difficutt to Classify and why this Fact is not too bad

for ProsodY
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oYou crazE," said Mao. 11 was eilhet s "So gou're our man' lhen"' he said' It was half

slelemenl or a queslion. stølemenl' ha$ queslion'

(John le Carré: Tinker Tailor Soldier Spy) (Josef Skvorecky: The Engineer of Hurnan Souls)

ABSTRACT ... ^1 ^^.--';
Weshowinthi'sptl'perthatthelabetingofsentencernod'olityinGerman,esp'ofquestions

"i". 
,"ri"*rø"i, i, *on ¿¿ffi""¿t Ío'"teá"laneous than for read speech and easier Jor non'

elliptic than for etli'ptic uttirance"' Håue'er, Úâe prosodic marking of sentence modality

i,s morz important in elli'ptic utterances that occur more often in spontaneous speech'

INTRODUCTION
ärtl;.* ;.;t research has been d'one on controlled' read speech (i'e'' non-spontaneous

r;;;h;";;;;;f;rtr, Ñse¡, ""a 'å 
i-._"', littl" wo¡k has been reported on spontaneous speech

(SP) in German. t, tn 
"*p"ìi-ental 

design for the recording of NSP' senl'ence modality'

e.g. question/non-question iö t"¿ ¡lO resiectively)' can be cont¡olled beforehand via the

ca¡eful construction of the ììguistic context, expúcit instructions or simply via punctu-

ation m¿rks. In SP, howevfilãi"n"" mod"lity^h'" to be determined afterwards' using

different criteria - ,yntt"ti",'se*tntic, contexiual' or prosodic; the correspondin-g cues

a,re not always present' ".piti"lly 
becáuse SP-often.tonl'"int elliptic utterances' In this

paper, we will coûcentrate:;tîJ*-ktüof the Q/NQ dichotomv in SP and NSP as well

as in elliptic 
"od 

,ron-"Uiptì" "'ått"""t ÏgLt *-ry!* respectiveþ)' Related work and

ã.p"."'Uf" results for English are reported e'g' in [al'

MATERIÁ'L AND EXPERIMENTAL DESIGN
Two pairs of speakers tg f"*ti",l rn*u¡ *tto didn't,know that they were recorded for

;;;.ãi;r"."".'"h f,r¿ td,ofu" áifiurent prãblems in a"blocks world". The experiment was

designed in away il"t."rrrt"Ji" absolotely Sp (short clariflcation dialogs with many

turn takings). The utteran"Cä'ùru tru"rfit"tut"¿ aìd classifled along the lines of a formal

.t.ìr"ììîå,j¿¿ lr. trl. ti* rttt cross-classified main groups were Qs vs NQs and ELs

vs.NELs.Fromthewholematerialthoseutteranceswerechosenforfurtherinvestigation
that met the following "rii"¡r,--,,rmcient 

signal quality and no specific non-syntactic

phenomena ,ike hesitations îi.ì"fr1r"."r*ally"oniy ioood in SP. We chose all Qs, all ELs,

andoutoftheNQsa,llnon-statementsthatmetthecriteria,androughiythesamenum-
be,ofNEl-statements.Aftergmonths,thesame4speakersreadthechosenrrttelances
- their own uttelances ""ã 

irr*u of the partner, given in written form and embedded in

a sufficiently large contexì' Retording iotditiont were comparable to a quiet ofice en-

vironment. The 1329 utt"ìtnt"' 1^ppiox 30 minutes- of speech' I 13 SP' Zl3 NSP) were

digitized with 12 Bit ,"i'iO'kirì '.i'lr" nr-b", of the foür main sentence types is the

following (in parenthesis, ÑËit7ËLtl' O": 566- (,3^32l23a)' statements: 623 (2661357)'

commands: 128 (108/20j,:;åiuã'tià""' rzig/i); i'ó NQs in total: 763 (383/380)'

Using three different l'O aíforithrns, a F0 contou¡ was computed and corrected manually

to obtain a reference .or,i'o'*. From the corrected F0 contour the foliowing features were
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extracted: Onset, oflset, maximum, minimum, range, mean, standard deviation, and re-
gression coefficient. These features were normalized with respect to the average F0 value
of the utteralce. A perception experiment was performed whe¡e 10 naive l.isteners had to
classify each utterance as Q or NQ. For more details, cf. [2] and [3].

CLASSIFICATION OF NQs VS. Qs
The classification problem was already mentioned in the introduction. We assume that
for ELs, the prosodic marking is more important than for NELs, because other features
such as e.g. word order are missing. This assumption is reasonable but as far as we can
see it has up to now not been verified for German. It would, horvever, almost be a sort of
"self-fulfilling prophecy" ifthe object ofinvestigation (prosodic marking) is used as crucial
criterion for the classifrcation. There is no s.imple way out of this "cÌassiflcation paradox".
We decided the¡efo¡e to use three different classification procedures:

1. Linguistic classification, where the sentences were classifred according to a for-
mal syntactic model by a,n expert rvho listened to the utterances as rvell (formal
classiflcation without contextual knowledge).

2. Perceptual classification, where a group of naive listeners had to determine
the sentence modality of the utterances presented in isolation ("out of the blue"-
sentences),

3. Context classification, where the sentences were classifled by another expert with
the help of contextual features (content criteria and dialog structure, e.g., what
does the speaker know, what is the reaction of the listener, etc.) and with the help
of syntactic features, but without listening to the utterances, i.e. without prosodic
knowledge (functional classification).

The context classiflcation was conducted for the SP part ofthe materiaJ; their NSP coun-
terpârts could be grouped automatically into the same class because they were embedded
into the same context. We established four classes, NQs and three Q classes:

1. NQs: All utterances that are not followed by an ansrver, a confirmation, etc.; it is
obvious that the speaker is in possession of the information at stake but not the
partner.

2. possible Qs (Qposs): Utterances lollowed by an answer; the context shows tlìat
both speaker and paltner are in possession of the information at stake. The context
and/or lexical information (e.g. modal particles) give no clues whether the speaker
is confrdent about that what he/she says or not. Quite often the speaker is simply
paraphrasing something the partner has said just shortly before.

3. probable Qs (Q¡rroö): Utterances followed by an answer, but not clear-cut Qs;
the context shows that, in contrast to Qposs, the speaker obviously does not know
whetlier he is right or wrong, but the partner does. Often, the speaker uses a

modifying particle, e.g. uielleicht (perhaps).

4, Qs: clear-cut questions, i.e. utterances followed by an answer, etc., mostly rvith an
agreement of contextual and grammatical criteria (e.g. WH-questions). It is obvious
from the corìtext tha,t the information needed by the speaker is in possession of the
partner but not of the speaker'.

The following example can illustlate both Qposs and QproÒ: speaker: "The green block is
on the red one." partner: "Yes, that is right.". Depending on the diffelent contextual
information, cf. above, the fir'st sentence is assigned eithel to Qposs or to Qproå. With only
syntactic information, the first sentence lìad to be classified as a cLear-cut statement. The
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¡eaction ofthe partner makes it possible that the first utterance could be a declarative Q.
Without prosodic and/or contextual information, the conflict cannot be solved, because
almost any statement can be followed by a confirmation or by a negation.

RESULTS A,ND DISCUSSION
As for the context classifrcation, a systematic diference between ELs and NELs can be
seen in figure 1 fo¡ SP. Note tha,t the classification for the NSP counterparts is identical,
cf, above: in the clear-cut categories NQs and esp, in Qs, there are more NELs than ELs.

It is the other way round in the two other categories (approx. 25% of the cases); i.e. ELs

are reaJly less clear-cut than NELs.

In figure 2 and 3, the height of the F0 offset in semitones (st) subtracted by the F0
mean of the utterance as the most stable prosodic feature indicating the Q/NQ-dichotomy,
is plotted for the fou¡ context categories. For NSP (figure 3), there is a.lmost a linear
relationship between offset and Q-proneness: the more Q-prone, the higher the ofset.
There is, however, no difference in SP between ELs and NELs for NQs; for Qs in SP (figure
2), the offset is markedly higher in ELs than in NELs.

In figure 4, the perception results are compared with the context ciassification; as almost no
difference couid be noticed between 5P and NSP, they are plotted together. The ordinate
shows the frequency of the cases, the abscissa perceived NQs and Qs for the four context
classes. A perceived NQ is defined if less than five out of the ten lìsteners classified an
utterance as Q; the other cases are classified as Q. In approx. 5% ofthe cases, cf. the sma,ll
bars for NQ and Q, the¡e is disagreement between context and perceptual classifrcation
due to an inherent difÊculty in the context classification and/or an equivocal prosodic
ma¡king of the utterances; for details, cf. [3].

Figure 5 and 6 put the F0 offset in relation to the perception experiment. The abscissa
shows the numbe¡ of listeners that categorized an utterance as Q, the ordinate shows -
analogously to figure 2 and 3 - the average of the height of the F0 offset in semitones (st)
in relation to the F0 mean of the utterance. There were not many scores in the region
between 2 and 8 and extreme va,lues would have a distorting influence on the mean of the
offset. This region is therefore combined and projected onto the value 5. For ELs, there is a
linear relationship between F0 offset and Q-score: the higher the offset, the more listeners
cla¡sified the utterances as Qs. The linearity is more pronounced for NSPs (figure 6) than
for SPs (figure 5), and for SPs, the offset is markedly higher in the rightmost region, i.e.
for Qs. For NELs, this relationship is much less clear. Obviously, Q-proneness is marked
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much more with prosodic means in ELs than in NELs.

FINAL REMÄRKS
Coming back to the first part of the title of this paper, it is now clear why sentence modality
in SP is more difficult to classify than in NSP: even if the Q/NQ-dichotomy holds for most
of the utterances, one should say goodbye to a straightforward and clearcut dichotomy.
In quite a number of cases (approx. 20T0, cf.Qposs and Qproó in figure 1 and figure 4),
contextual and prosodic features point towards a category in between Qs and NQs that is

illustrated in the two quotations above: sometimes, the category can not be decided upon
(Ie Carré, Qposs), sometimes, it is really just something in between (Skvorecky, Qproó)'
That holds especially for ELs. Note that ELs do occur much more often in SP than in NSP;

in our material, however, both are strictly parallelized. In real life, this difference will thus
show up even mote clearly. There was no pronounced difference between NSP and 5P,
although N5P behaved more regularly. There is, however, throughout a difference between
ELs and NELs: sentence modality in ELs is mo¡e often marked by prosodic means' This
fact corroborates the second part of our title: as ELs do occur quite often in SP, prosody
will be needed much more in automatic speech recognition - if one really wants to deal

with 5P.
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Prosodic Diversity in Mandarin Natural Discourse
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ABSTRACT
Expressive rhythn an¿ melodic sttuctures permeate natural discourse. This stud.y

ua¡nincs thc prosodic system of Mandarin Chin¿se by acoustically and perceptually
annlyzing discourse daa. Pitch shapes orten reÍlect discourse intentions, und.erþing
cognitive states, and acconvnodaíon to ùuonational conflict and progression. It is found
thal rlrythn, iconícity and inversíon act îundamenfally to conrcct sound with meaning.

INTRODUCTION
Intonation ultimaæly depends on the sympathetic unity of emotions which are called up

by specific sound characteristics. Intonation mirrors the complexity of cognitive and

emotional states throughout a dialogue, and small waves of finely focused micro-
emotions simultaneously exist within larger waves of more broadly focused emotions.
The complex cognitive and emotional layers are reflected in a rapidly changing process

of intonational progression. For example, the a¡ched rise fall shape of dawning
reålization iconically represents the transformation from surprise and uncertainty to
certainty and acceptance. The progression of intonation parallels the progression of
emotion.

SIIAPES OF INTONATION
Pitch shapes of wiggles, twists, turns and waviness are characteristic of animated and

involved speech, and often reflect discourse intentions, underlying cognitive states, and
accommodation to intonational conflict and progression. Wiggles, upturns and

downturns also contribute to a feeling of pleasure and agreeableness. Twists in pitch
shape can arise from the strain ûo accommodate divergent emotions. Smooth wiggles and

waves may result from a more relaxed state of the vocal cords and twists from tension
of the vocal cords.

Micro piûch turns are also used to resolve the conflict between intonation and lexical
tone. Counterbalancing mícro-turns at the end of syllables can also enhance rhythm. A
tiny pitch reversal at the end ofa syllable often indicates either an emotional state whose
intonational shape is opposite to the predominant pitch shape of the lexical tone, or a
tiny indication of lexical tone attached to an opposite intonational shape of the main part
of the syllable. The pitch shape of a rising second tone syllable in an envi¡onment of
rejection or negativity often takes on a falling shape with a slight pitch upturn at the
syllable end. The extreme sensitivity of the ear and brain in obtaining critical
information from these micro-turns emphasizes the importance of even slight pitch
movements in intonation.

DISCOI]RSE INTONATIONAL RIIYTHM
Rhythm is established by the repetition of specific aspects of sound or sound patterning
at regular time intervals. Rhythmic repetition can be inexact, as in a natural progression
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of vowel sounds from open to closed, or vice versa, Rhythm can also be evoked by the
timewise balance of natural sound inverses, such as high vs low, strong vs weak, sharp
vs gradual, and quick vs slow.

Poetic elements are pervasive in natural discourse and are manifested through
repetition, sound harmony and melodicpattem variations. Reduplication can be seen in
the example'wo3 kan4 zhao3 zhao3 kan4" meaning "I'll look to see". There is a great
contrast in the pitch rise of the frst lcan and the pitch fall of the second lcan. The ftrst
/<an is self-questioning and tentative, and so rise.s. By the second kan, the speaker has

already decided on a course of action, is more definite and certain, and so the pitch
falls. The srlcn¡d zhno3 of the reduplicaæd form zhao3 zluo3 psychologically compleûes
the reduplication and so has a short fall. Such intonational couplets of rising and falling
form often accompany proposition and completion pragmatic structures. This
association of fall and low with completion and concluding may also explain why unit
final third tones are often realized as a simple fall and may partially explain why tone
sandhi (33->23) occurs in speech.

Reduplication makes things more casual and lighter. Reduplication, repetition and
rhythmic speech often serve to increase familiarity and intimacy. This may be because
by using rhythm, the speaker adds a pleasant sound sensâtion to the ear beyond the
purely semantic meaning. Anotherpossiblereason forreduplication is thatitallowsone
of the syllables to take on greater intonational variation. Iwonationnl re;ptition occurs
frequently in speech. In the example of Figure I "I¡ndon hen3 re4, jiu3 shi2 du4"

fi-ondon's very hot, ninety degrees], the striking and exaggerated intonational pitch
pattern of London hen re is repeated in the phrase 7iu shí du. The reasons for such
pattems of repetition are that an expression of emotion can be emphasized or prolonged
by repetition of the physiological speech sensation associated with an initial emotion.
Time spent in sensory perception may also increase the cognitive impression.

Rhythm connects. Through assignment of equal or hierarchical acoustic forms,
syllables, words, or phrases achieve equal or hierarchical status. In this way, rhythm can
be used for organizational effect, and a hierarchy of grammar and meaning can be
achieved. For example, a frequent phrase or sentence pattem found in my data is to
first establish a speciñc rhythm, and then to conclude by breaking the rhythm,
sometimes by using an inverted rhythmic form. In the example [you4 zhun3] [wai4
guo2l [xue2 shengl] [shu3jia4] [han2jiaa] fte3yi3 da3 gongll, "allow foreign students
to work during summer and winter vacations", syllable couplets were formed by
rhythmic timing through han jia, then the rhythm was broken to conclude by the
timewise merging of ke and yi and the lengthening of gong. In another example the
phrase "yil bai3 duol geO zhongl guo2 xue2 shengl" [over one hundred Chinese
studentsl was said with a H-L H-L H-L L-L pitch level sequence, concluding with two
lows. Establishing a rhythm and then breaking it performs a cognitive or discourse
function, and the break serves to signal the conclusion ofthe rhythmic unit. The notion
of rhythm is fundamentally related to cognitive signal-processing efhciency. Our
cognition and senses may be more attuned to signals of a periodic nature.

Rhythm is enhanced by symmetry. In "kou3 shi4 ye3 hau'2 mel? kao3, 1un4 wen2hu2
mei2 xie3" [Oral exam I still haven't taken, disserûation I still haven't written], the
phrases kou shi ye hai mei kao and lun wen haí mei xie are rhythmically paired by the
equal amount of time spent on each phrase and their parallel syntactic construction. The
2nd halfofthe phrase is slightly lower in pitch and amplitude for completion, but there
is no downdrift. That preserves the poetic equality.

tt7
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In discourse, there is often a rhythmic acceleration as one works away from the point
of most emphasis. In the example "bu2 guo4 tal li3 mian4 you3 sait shi2 ji3 geO
p199"" þutinside they have thirty some collegesl, there is strong emphasis on san shi.
within sø¿ shi ji ge, ¡¿n carries the main focus and therefore ñ th" long"st, and the
subsequent syllables are progressively shorter. The speech tempo is ofæn iconic in that
we dwell on things which are more important or pleasant, and spena less time on
deemphasised points.

. 
TrynloT betw€en rhythm are expressive. In the example of Figure 2 ,'qil nian2

nian4 bu2 nian4 deO wan2 bu4 zhil dao4" ffiether or not I cam frnish-studying in seven
years, I don't knowl, the phrase qi nian nían bu nian d¿ wan is said ãs ã smooth
descending pitch unit and then changes to a short and choppy bu zhi dao, wíth
downward pitch force in ea9!r syllable. Negativity is signatied ty itre reptitlve
downward pitch falls of bu ztti dao. choppy or clþped rfeectt in gen"rat ,."rs to
icodcally represent a reluctance to speak and was often associated with embarrassment,
unhappiness, or complaining.

In the example 'bu2 guo4 zhi4 shao3 ni3 gan3 jue2 zai4 mei3 guo2 zhi4 shao3" [But
at least you feel that in America, at leastl, an initial dramatic disãgreement is signalled
by the very high pitch and strong amplitude on zhi shaa. By repeaiing and normäizing
the same phra.se zhi shao at the end, with lower amplitud-e and pitãh, the speåker is
making a more convincing case. The pfuaæ, zai nrei guo rounds lik" intonationar
repetition of ni ganjuc, and the p-articular repea.ûed pitch pattem of the fall rise is very
expressive of "trying to convince,' in this example.

ICONICrIY AND II{VER.SION

$9 notio_n of iconicity is one which can unify many aspects of intonation. There are
airrergng levels of iconicity, and sounds refleci iconióityio different degrees. rt¡e ¿aø
reveâl that regular associations between sounds and ìthe. non-sounõ enüties exist.
Iconicity at one level is connected with the body, providing speech examples .u.t 

"*throat constrictions and high piæh levels. Beyond tliat, speech iounds are associated to
non-sound entities in a metaphoric way or by parallelism, as in sound symbolism. Iconic
elements often seem ûo reflect the cognitivã nature of the mind -d th, p"r."pt"a
demands.ofphysiology, e.g. in repetition or in lengthening ofduration for importänce,
and iconic elements are related to emotion: we dwéu on thìngs we like, we snàrten an¿
disregard things we don't like.

. I"gnigity leads directlyrto the prtucìpte of inversion. If speech is iconic, if sounds
iconically represent mental and physical staûes, then when one wants to express an
opposite emotion or state, one uses the opposite sound, sound opposites inciuae trigtr vs
low pitch, strong vs weak amplitude, quick vs slow tempo, îoìg ns short duration,
smooth vs non-smooth rhythm, rising vs falling pitch, etõ. In diicourse, the flow of
changing conditions and states may olten cal fõr-a need to overcor" *â ,"u"rr" th"
preceding intonational effect and may result in intonational flip-flop, that is, an inverse
into-nation may be used just to counteract thejust preceding uïit. ''

why should inversion be so important in speech? In natural speech, discourse
structures of climax and resolution or intensification and normali"ation appea,
constantly' both on a small scale of 1 few syllables and on a large scale u..or* phå..,
or sentences, as in stories or episodic narrative. pattems óf disequitiuriúm an¿
equilibrium are therefore inherent in communication. Inversion then acts as the
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metaphoric correlate of these forces. It is iconicity which binds together the
physiological and cognitive structures which govern prosody.

'"\'
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Fïgure 1.

London hen3 re4 iiu3 shi2 tlu4

ÍIødon's very hot, ninery degreesl

Figure 2.

qil nian2 niøn4 bu2 nian4 deOwan2

bu4 zhil dao4
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Rhythmic patterns and lexical parsing in French
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ABSTRACT
Two experiments examined the effects of usual and reverse rh¡hmic pattems on two-
syllable 

- 
sequence segmentation. The usual shortJong pattern impeded par^sing of

óonosllabiè words - embedded in disyllabic words. In Experiment 2, - focusing
subjecis'attention on the timing structure strengthened this effect. Implications for speech
recognition models are discussed.

INTRODUCTION
In a language with fixed stress placement, as French, in which stress usually falls on the
last syllãbleln polysyllabic words and is therelore predictatle, stress pattern may be used

for lexical parsing more readily than in a language with variable stress placement as
English: Indeed, prosodic patterning ofan utterance could facilitate speech segmentation
intõ lexical units. A non-émphatic rhythmic group in French is best characterized by a
sizeable lengthening of its final syllable as compared with non-final syllables. Althouglt
there exists ã tendency to stress word-initial syllable in certain speaking styles (e.g., radio
broadcasts), shortJong (iambic) structure appears reliably as the basic rh¡hmic structure
in French (Fletcher 1991, Vaissière 1991). The role ofthis pattern in speech perception
could be tested by examining whether inversion of usual disyllabic word stress
information affects or not lexical parsing.

Previous research has shown that, in French, the syllable is the basic unit of
segmentation and is used in early lexical processing (Cutler, Mehler, Norris and Segui
1987). In this line ofresearch, structural parameters, as the number ofsllables, appear to
affeci lexical access more than durationál parameters, which permit contrasting stressed
and unstressed syllable (Dupotrx and Mehler 1990). In this view, stress pattern, either
normal or reversè, should háve no effect on lexical parsing: Rh¡hm should be processed
post-lexically.- 

Neverthéless, in English, strong syllables trigger segmentation and initiate lexical
access, even when in non-initial position (Cutler and Norris 1988). Rh¡hm may be used
to improve perceptual processing @itt and Samuel 1990). These results suggest that
syllabic+iming differencès that cháracterize a rhythmic group at the word level could play
arole in Frenðh. Since French is a trailertimed language (Wenk and Wioland 1982), final
lengthening in a two-syllable sequence should induce listeners to merge the frrst short
syllãble with the second long syllable and derive a coherent lexical unit. The aim ofthe
present study is to test whether rh¡hmic expectancies play a role in segmenting two-
syllable sequences into one or two words depending on their stress pattern.

Ifsuch is the case, the prosodic pattern is an important cue to \rord identity: A short-
long (iambic) pattern wóuld facilitate one-word perception, a long-short (trochaic)
patiern would facilitate two-word perception. It may be the case, however, that syllable
Iengthening per se facilitates speech processing: According to this view, longer syllables
might help ãccess in monosyllabic words, whatever their within-word position. On the
other hand, a "structural" model, according to which prosodic information is processed
postJexically, would predict that monosyllabic words are accessed faster than disyllabic
words and all the fastèr as they are more frequent, whatever their rh¡hmic or durational
patterning.
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EXPERIMENT 1
The role of rhythmic pattem in speech segmentation has been tested through a
comparison between the effects ofthe usual iambic pattern and ofthe reverse troðhaic
pattern on parsing judgements and response times. Within each rh¡hmic conditior¡
embedded monosyllabic word frequency was varied in order to appreciate the relations
between this lexical parameter and rhythm processing.

Method
Test stimuli were 48 two-syllable sequences, each disyllabic word embedding two
monosyllabic words ("marmotte": "mare", "motte"). Sequences were built by
concatenating monosyllabic items recorded in isolation by a male speaker. Hence, thè
two-syllable stimuli contained no inter-syllabic coarticulation cue. Frequency of
disyllables was medium-loq frequency of monosyllables was either very high or low. For
each combination of monosyllable frequency (ffi, Iil-, LH, LL), two rh¡hmic patterns
were realized, short-long an-d long-sho?t. oúrâtion differencê beíween boíh versiôns of a
syllable was about 35oá. Intensity was equalized and F0 was held as flat as possible. Each
of the four combinations of syllabic structure, CV or CVC, was equally represented for
each frequency range. 96 fillers were added. Hatf of the fillers were disyllabic words
without embrcdded words, and the remaining half were sequences of two monosyllabic
words that did not constitute a disyllable.

Eight subjects were presented stimuli and fillers (two counterbalanced orders), one
item every 3 seconds. They were instructed to determine as quickly as possible whether
they heard just one disyllabic word or more words. Response times @T) were measured
from the sequence acoustic offset.

Results and discussion
Iambic rh¡hm induced more disyllable identifications than the reverse rh¡hm did (73%
vs. 54%;o; F(1, 7) : 13.5, p<.01) The effect of monosyllable frequency was also significant
(F(3, 2l) = 4.6, p<.01) as was the Rhythm x Frequency interaction (Fig. 1, Exp. 1). In
fact, frequency did not yield any difference for iambic pattern, whereas for trochaio
pattern a high frequency word in final sequence position induced far more multi-word
responses than a low frequency final word did (55% vs.37Yo). Syllabic structure yielded
no significant effect. "One-word" responses were in the average 62 ms faster than i'multi-
word" responses, especially for iambic patterns (92 ms faster), but these differences in RT
were not statistically significant. RTs were not correlated with the duration of whichever
syllable.

These results suggest that rh¡hm is used as a cue to segmentation: Lexical
decomposition is facilitated by a long-short pattern, impeded by a shortJong pattern.
Processing of this last pattern is insensitive to frequency efects: In spife of the
suppression of intersyllabic coarticulation cues, a high frequency monosyllabic word in
initial position does not trigger lexical access more often than does a low frequency word.
Likewise lengthening does not facilitate monosyllabic word identifìcation. However, the
RT data suggest that the stimulus set failed to induce strong rhythmic expectancies: RTs
for iambic patterns are not faster globally than for trochaic patterns. The next experiment
was designed to bias subjects'attention towards the timing structure of the test stimuli, in
order to investigate the time course of rh¡hm processing.

EXPERIÌ\{ENT 2
Method
Experiment 2 reduplicated Experiment 1, except that all the fillers presented the same
structure: The two-syllable sequences were constructed by concatenating two
monosyllabic words of the same length and 80Yo did not constitute a disyllabic word (10
subjects).

Results and discussion
An ANOVA revealed a significant effect of rh¡hm both on parsing judgements (Figure 2,
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Exp. 2) and on RTs. Iambic rh¡hm induced more numerous and faster one-word
rerþonies than trochaic rh¡hm diá Q3Yo vs. 62%, F(1, 9) = 24 3, p<.001; 786 ms vs.
91i ms, F(1, 9) = 36, p<.0005). One-word responses were reliably faster than multi-word
responses'(8O8 ms ris. 948 ms). Syllabic structure complexity facilitate{multi-word
identification, but had no effect on RTs. Finally, as in Experiment 1, RTs were not
correlated to svllable lensth.

Assuming tirat rh¡hrñ is a cue to lexical parsing, focusing listeners'attention on timing
structure haã the prédicted effect: Rhythm facilitates or impedes segmentation. The lack
ofinteraction between rhythmic pattern and frequency suggests that rhythm processing is
not postJexical, but is processed in parallel with lexical access.

I

c6

aa

HH HL LH LL

HH HL LH LL

Monoavlleble frcouencv:

H.hlgh,L.low

rhYthm

2

%

¡ta

aÛ

¡a

L

ta

lambic thythm

ßigrl.re l. Percent of multi-word responses as a funclion of rhythm andfrequency.

61

90 2g

68

36

,)
-l

: lt n



ESCA rüy'orkshop on Prosody 1993 123

GENERAL DISCUSSION
Cutter and Clifton (1984) claimed that stress plays no role in lexical access whereas Pitt
and Samuel (1990) concluded that the advantages for "expected-stress" syllables are
small. In French, rh¡hm regularity may provid-e a stable structure that the processing
system can use to aniicipate word boundaiies. However rh¡hmic expectancies take time
tó develop, and the disyilabic representation is not activated faster than the monosyllabic
one for iambic patterns except when âttention is attracted on timing struclure. A reverse
pattern deceivés listeners'eipectancies and improves parsing of disyllables into their
èmbedded components. Thus rhythm appears as seledtively tuning speech processing
towards lexical parsing rather than affecting directly lexical access.
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ABSTRACT
The aim. of this paper i.s îo present the results of a snþ on ùtration and energy indices ín
a context of text readings with. taskç. This study is not traditionol. because the dlta are not
analyzetl ín th.e respect of the prosodic organization o.f al.l. the l.ittguistic units which
compose the phrases. In fact the study is based on the tleep relarive organization of
duration and energy valu.es of th.e l.exical items (internal and external relationships) at
dffirent phrase levels. On the whole th.e sturly takes into accounl I0 indices.

INTRODUCTION
Since a few decades, many papers have been devoted to duration organization. Whatever
the perspective in phonology and in acoustic studies, most of these works took in
consideration the internal organization of phrases. For instance in the perspective of pho-
netical studies, Bluce (1985) identifies two functions ofprosody, i.e. weighting (stressed
/ unstressed syllables) and grouping. This paper concerns with the function of grouping
in french. The new perspective which is reported here considers 1o the deep acoustical
organizations of prosodic indices 2o the intemal and extemal lexical organization of these
indices in different types of phrases 3o the grouping and the phrasing functions of 7
duration indices and 3 energy \ndíces ( Energy and, nof intensiry because this parameter is
extracted from a model ofear).

EXPERIMENTATION, AIMS AND METHOD OF ANALYSIS
The study of duration and energy organization corresponds to the second paft of a more
important analysis concelning an assessment of the relations between prosodic indices
(Fo, energy and duration), and linguistic structuration (syntax, semantic) and pragmatic
conditions (phases of discourse, reading constraints...). For this purpose, a 5O-word text
was elaborated ', "D'ê¡nin¿nts biologisres et d'énúnents zoologistes antéricains ont créé pour des vers
gédnts un nouvedu phylutn dans I'actuelle classiftcation des nonthreuses espèces vivantes. Ces longs vers
prospèrent sur le plancher marin des zones sous¿narines proforules. Des sources thernales chaudes y
maintiennent une température ryoy¿nne éIevée;'The experiment bore on 3 readings (3 tasks: 1o
natural and intelligible reading 2o very inælligible reading 3o extremely intelligible reading,
relevant for man-machine interaction) of the text by 12 speakers. A data base was
elaborated from these 36 utterânces, and was tagged with about 40 000 labels related to
the various linguistic and prosodic analysis levels.

ENERGY AND DURATION INDICES
Definition
Duration and energy indices were convened in a four'-tiered space, in order to disca¡t
surface phonetic information in the search of underlying structurþs. The minimal and
maximal numerical values were automatically detected in the context of each discourse.
Duration indices are based on all phoneúc segmenß of the lexical words, and energy ones
on their vowels. Note that the analysis being only based on lexical words, the study does
not concern the group duration and the group energy, but the intemal and extemal organi-
zations (duration and energy) of the lexical items at phrase, sentence and text levels.
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Duration indices are seven. Calculated in the entire word, they are: whole duration
(WWD), mean syllabic duration (mSD), maximum syllabic duration (MSD), absolute
value of syllabic duration range (lADl). In the last syllable of the word (and mono-
syllables), the whole duration (WSD), mean phonetic duration (mPD) and the whole
syllabe duration + the following pause (SDP) are found. As for energy indices, there are
few of them. Only calculated in the whole word, they are the absolute value of vowel
energy range (lÀEl), the mean energy (mE), and the maximum of vowel energy (MWE).

Forms
On a general point of view, energy and duration indices are constructed on the same
pattern: the values (1 to 4) are arranged in an order which is ascending for duration
indices (lenghtening), and generally descending for energy indices (less loudness).
Though the results were calculated in previous studies, on the whole structure of phrases,
these present findings concerning the lexical duration structure of groups support these
previous results (Caelen-Haumont, 1978; Pasdeloup, 1992).'

This dynamic process concerns duration and energy parameters. Noæ that the step
between two successive values may not be proportional, but the order is respected. The
resetting is more or less impoftant between the final value of the prccedent group and the
first one of the following group. So this organization enables us to give each group an
internal structuration based on this progressive order, and an external one based on the
breaks of this process. Table 1 below shows an example of this pattern issuing from the 2
first phrases of the text and 12 speakers.

For the analysis it is usetul to distinguih between 3 types of phrase units : the micro-
phrase (mP), the phrase of the most superficial level (P) and the macro-phrase (MP). P
concerns the syntactic one which just dominates the level of words, and also pseudo-
syntactic one. The pseudo-syntactic group is constitued for prosodic re¿¡sons when the
syllable number of one of the two phrases is less than 5 (ex'. "ont créé pour des vers
géants" ...). MP is the combination of n phrases and mP is a part of the phrase (P) made
up by two sub-units which are strongly linked in the domains of syntax and semantics:
for instance the units of pseudo-syntactic phrase that we described just above, or as a
second example, a noun with an adjective. This plocess always occurs in the case of a
compound noun, but it is not the only case. It is also used when an adjective is
syntactically and semantically closer from the noun than a second one. See for example
table I below, speaker IN for DL index, and speaker BR for Em index.

Table 1. An example of DL index and EM index cofficients coded in a four-tíered
'"d'ém.inents

et d'
, the first 2 phrases of sentence l, task I
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In order to explain the following results, we make a distinction between the notions of
Iexical phrase segtnen.tation. and lexical ph.rase dem.arc(ttion.'lhe function of the
segmentation is grouping, while the function of the demarcation is phrasing.

Lexical phrase segmentation
The noúon of phrase segmentation is used each time the boundades of a series of values
in a progressive order (admitting plateaux) correspond to the limits of a phrase (P) and
macro-phrase (MP), whatever syntactic or not the combination of phrases is. For
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instance, whatever the grouping of the verb with the plecedent or following phrase is,
those cases were considered relevant for phrâse segmentation tâsks.

In those conditions the mean results, evaluated on the number of syntactic and
pseudo-syntactic phlases (i.e, 396 phrases) and conceming the numhel of lexical phrases
conesponding to these segmentation rules, is 86Vo.'lhat mean is calculated ovei the 12
speakers, the 3 tasks, and the 3 energy indices. Most of energy indices generally overrun
90% in sentences I and 2, but not in sentence 3 because of the great number of micro-
phrases which occur in speaker utterances, ¡nd make the results drop drastically. On the
whole and even in sentence 3, lÁEl produces the best scores (897o). As it concerns
durution indices (all the indices except SDP), the mean number of syntactic and pseudo-
syntactic phrases which were conectly segmented, is 83%. Among all of them, thè whole
duration of the word (WWD) has the best score (93Vo).In sentence 3, ìust like energy
indices, the results concerning the ratio of phrases and macro-phrases drop steeply.

On the whole, these results indicate that the intemal and external organiZations of
prosodic indices in the space of phrase lexicon is thoroughly constructed. While the
targets of minimum and the maximum loudness are well positionned accor.ding to the
internal space of the lexical iæm, to the relations of lexical items in the phrase, a¡rd to the
relations of phrases at the sentence level, the speakers simultaneously organize at the
same time the structuration of duration. This structuration is organized on the basis of
rclâtive lengthening of each successive lexical word in the phrase.

Another interest is that of determining what the phrase and macro-phr.ase distribution
is. Fol energy indices, the amount of phrases is 607o, the amount of macro-phrases is
407o. For duration indices, the amount of phrases is 81,Vo, the amount of macro-phrases
is 197o. Among the list of these indices, some are more analytic than others. Fol energy
parameter, the best index in this respect, is lÂEl (82%); for duration parameter, rhe best
ones are two indices which are very close, MSD (8570) and lÀDl (847o). For those lasr 3
indices, the ratio phrase/macro-phrase is greaûer than for the other indices (about 3 úmes).
These results show once more that the targets of the maximum loudness (and minimum
loudness) and the maximum duration in the lexical word are fundamental : the prosodic
organization of the lexical dimension is centered on them and their relative placés in this
hierachical structure within the phrase.

On lexical phrase segmentation, the sentence effect is very strong. For energy and
over the 3 tasks, the mean proportion of phrases increase in a great exþense for seltence
1 to 3 (56->58->9lVo), and rhe same phenomenon occurs for duration (62->62->92Vo).
On the other hand, the task effect is insignificant. At the most, the analytic perspecrive
decreases of 6Vo, fot the henefit of macro-phrases constitued of 2 minimal phrases. The
macro-phrases of more than 2 phrases are very rare (about 47o) for both parameters. So
concer,ning lexical organization of duration and energy in phrases of variôus length, the
general characteristics between indices are very close whatever the parâmeter may be.

Lexical phrase demarcation
Lexical phrase demarcation imposes a new condition, namely a syntactic one. Thus a
macro-plrase Þ considered syntactic if lo the ascending or descending patæm of the value
index (including plateaux) corresponds exactly to its syntactiC 6oundaries 2o the
successive phrases which compose the macro-phrase h¿ve the same hierarchical level in
the syntactic structure and if they are issued from the same father. In addition a new index
is introduced, the last syllable duration plus the following pause (SDP).

In the context of phrase demarcation, it seems necessary to take into account the third
linguistic unit, i.e. the micro-phrase. [æt us consider the different cases where a micro-
phrase was performed by speakers. Over 7 events in the text, 2 concern the case of
pseudo-syntactic phrase, made up of two syntactic groups, one of them having too few
syllables. So this micro-stn¡cturation takes into account syntactic organization.-Over the
next 5 cases, 4 are made up of compound-nouns or expressions the noun and adjective
mearings olwhich are very dependent (soarces therm(tIes, températa.re moyenne ...¡, and
the last one is made up of two adjectives, one of them qualifying two coôrdinate noun
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phrases. Thus one can say that all those phenomena are syntactic ones. They operate on
less extended units, the relations of word dependency al'e stronger, but nevertheless
syntax is always concerned. The other cases of micro-phrases which do not correspond
to those cases are not counted as syntactic ones.

For the 3 energy indices, over the 12 speakers, the 3 tasks and the 3 sentences,
among all the productions corresponding to syntactic phrase level, it appears that the
phrases with the least extension are the more syntactic: 997o of decreasing or increasing
values performed in the context of phrases correspond to a syntactic organization, and so
xe 83Vo of them corresponding to a micro-phrase, and 687o corresponding to mâcro-
phrases. As for the best duration indices flMWD, lÀDl, mPD, SDP), the results are similar
to energy ones: phrase tevel,99Vo, micro-phrase level,927o, macro-phrase level,53Va.

Over all sentences, tasks, speakers, and different phrase units, lÀEl appears to be the
best index of phrase demarcation (917o), while for duration, the best indices are lADl
(927o) and SDP (917o). From task I to 3, the ratio of phrases and micro-phrases with a
syntactic organization of energetic values, is regularly increasing for the three indices (as
the case may be, 3 to lSVo more), while that of macro-phrases decreases (2I to 257o
less). For duration, from task 1 to 3, the 4 best indices show a great steadiness for phrase
level, a slight tendency to decrease for micro-phrase, and for all indices except SDP, a
tendency for macro-phrases to increase (I0 to 31Vn morc). Then it seems that the function
of energy indices is more analytic than that of duration indices when the speech rate
becomes slowler in tasks 2 and 3, with many pauses in addition for task 3.

It is interesting to note that DSP is the best index for macro-phlase demarcation when
task 1 is running (767o) with rclcvanl, pausc duratiols, buL l.haL its scole bec()rnes wolse
and worse (from 76 to 53Vo) as pauses get more numerous. On the whole, lÁEl seems to
be specialized in the demarcation of the phlases of less extension (phrases and micro-
phrases), and MWE is the more resistent index for the hardest tasks. On the other hand,
the 4 best dur¿tion indices are all specialized in the demarcation of phrase level (99 or
1007o), SDP both for miclo-phr'ase (1007o) and macro-phrase demarcations, though the
score of the latter is not vely high (667o). For energy and dutation indices, the task has
no significant eft-ect: from tasks I to 3, the range spreads fi'om 87 to 90%.

CONCLUSION
For both duration and energy parameters the two functions of glouping and phrasing
exist. The grouping function is based on the search of cohesion in discoulse. The
phrasing function is built on the linguistic objectives of parsing.

The 7 duration indices and the 3 energy indices show a deep lexical organization very
similal in their forms and functions- Within this complex (and at the same time, simple)
prosodic organization, all phrases (and probably most of the miclo-phrases) are
demalcated. For the grouping function, the global duration of lexical items appears to be a

sufficient cue, while the phlasing function lequires within this global duration, more
plecise targets, such as those pelfolmed by SDP and lÀDl. lAEl exerts both grouping and
phrasing functions. For the phlasing fonction, the targets of minimum and maximum
duration and energy in the lcxical items arc crucial, and most of the speakers conttol those
targels with a grcat precision. Then the demarcative function is built, for hoth parameters,
on the precise contlol by speakers of the minimum and maximum values. This control at
both levels, i.c. energy and dul'ation, is operated for each pal'âmetel', in the context of at
least 2 intricated scales : the sca'le within the word, and the scale within the phrase.
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Functional, acoustical and perceptual analysis of
vocal hesitations in spontaneous speech

Isabelle GuaÍt€lla
Institut de Phonétique dAix-en-Provence
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ABSTRACT
The aim of this study is to reconsider and 1o show the interc$ of the anølysis of a
phcnomenon which ii specífic to sPontaneous speech: tvocal hesítations. These lafter a¡e
'often 

assimilated to si[ent þauses, Acowtical ínvestig,ations led u¿to shed some light on
ihe percepnnl and co¡n¡nunicari.ve lunclions olvocal hesítations' This study ís_based on a
geieral àescripion of the rþthmic organisatbn of spontaneous speech. W-e_det¡nnslrale

lhat bothfunclions aid. acoastic manifestalions of vocal hÊsitalion are sryciftc'

INTRODUCTION
Among all processes ofexpressionwhich can be used by speakers in order to plan their
discorñse (iepetitions, sileirt pauses, etc...; see Buttenrorth & Goldman-Eis[er, 1979;
Butterworth, i98O; Siegman 1-9?9; Guai'tella 1991), only vocal hesitation cannol.signify
something else than the-perceptible trace of the speaker's planning activity. We think that
the vocal-manifestation òf hesitâtion plays a speðific role in the rhythmic organisation of
communication

HYPOTHESIS
Our hypothesis is that when a segmental duration cue is used simultaneously with a fO

cue, üié syllable is alway accented. On ttre contrary, when a duration cue alone is used, it
can be a vocal hesitatio-n. As a consequence, the whole rhythmic organisation has to be
analysed in order to bring to light the specificities of a functional element (for the
rhythmic model, see Guaïtella 1991).

APPLICATION: STUDY OF INTERVIEVI/ MATERIAL
This study deals with an extract of an interview, recorded in a sound-proof chamber. The
speaker ii a female, speaking a stândard French. The topic is about qjourneY' Data are
obtained from this material and completed by some examples taken from various other
materials (other situations and other speakers) which are here to confirm that the results
cannot be explained by individual specificities.

F0 configurations and bontexts of apparition of hesitation
tù/e obseÑed the totality of the hesitations 

-according 
to the context of appearance. and

disappearance (i.e, preceded or followed by text or silence), their duration and their f0
pattem.

We observed that hesitations could appea.r in all contexts, i.e.:
- preceded and followed by silence (22.5Vo)
- preceded by speech and followed by silence (507o)
- preceded by silence and followed by speech(570)
- preceded and followed by speech(22.54o)

Four fundamental frequency patterns were observed:
a) - Drop in piæh only (or eventualy flat contour), see figure 1.

b)- Drop in piæh including or ended by creaþ voice.
c)- "Steþ-drop" of pitch, i-.e. minor modulations of piûch which cannot be conlused with
a rising contour, followed by greater falls.
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d)- Decreasing following or ended by a "startn, i.e. major rising contour.
For the last configurations (d) we consider that a single vowel is divided into two

parts: the hesitation following or preceding an accented syllable. This point of view can
bejustified by perception and by the "linguistic logic" of the phenomenon: we can easily
imagine that the speaker could hesitate on a vocalic segment, then accent the same
segment to initialise what he is going to say (the opposite strategy is also possible).

Figure 1. Example ofdrop in (text: "et", and).

Hesitation and duration variation
The durations of the hesit¿tions are much much greater than those of the other syllables
(Tables I et 2). The shortest duration is 197 ms and the longest is I 157 ms.

legend:
T : pr€seræ of text
#: preenceof paue
# - # : heitation præded md followed by pauses

\: progressive drop in pitch
k: presenæof creþ voiæ
m : ¡næmæ of modr¡latiom when decrming
Am : preencr of a setting of a rising contour

Table 1. Durations of vocal h¿sitations according lo the contefi (in ns). moy = meãn|
min = minimwn, flttx. = maÍimum.
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Tabte 2. Duratiotu ofvocal hesitations according 1o the prosodic configuratians (in
ms). moy = mean; min = minimum, nn* = marimum.
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712
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We can observe that duration is much longer for the hesitations preceded and followed
by silent pauses.

The duration of the hesitations (the overall mean duration is 533 ms) is greater than
the mean of syllable dur¿tions (184.5 ms) and less than the mean duration of silent
pauses (817.1 ms). This result can be considered the consequence of the presence of
th¡ee classes of segmental duration: syllable duration, hesitation duration, pause duration.

Hesitation and pitch
A falling contour is always observed on hesitations (a few cases of flat contours were
also found, but never rising ones). However, the amplitude of the fall can vary (Tables 3
and 4).

Table 3. Pítchfall according to the context (in Hz). nny = mean; min = minimwn, mar
= no-rimum.

Table 4. Pitch fall according ø the prosodic configuratians (in Hz). (For the usettings'

we høve takcn into account the hst value beþre the rise or the first value before the fall;
for the nnndulatíotts' we hnve consídered the global ìlecreasing ofpitch), nn! = 4¿¿n;
mín = minimtan, nulx = twuþnum.
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When hesitation is preceded and followed by text, it shows a smaller fall. In the same
way this lowering is often shorter, which seems logical. Hesitations preceded by a pause
(and followed by text or pause) show a deeper fall and longer duration. The context of
appearance of hesitations seems to influence the quantity of the fall. On the other hand,
this phenomenon does not seem to depend on the prosodic configur¿tions.

PERSPECTIVES AND DISCUSSION: CONSEQUENCES FOR THE
PERCEPTION OF RHYTHM.
Hesitation corresponds to the desire of the speaker to "keep the floor" while preparing
what he is going to say (Maclay, Osgood, 1959). What is specific ûo vocal hesitation is
its vocal but non-verbal nature. They are certainly necessary for maintaining contact by
keeping talking during the period of time which the speaker saves for conceptualisation.
During vocal hesitations voice sounds like a sustained note. However, while this
sustained note shows, at acoustic level, a dcreasing of pitch, it corresponds to a
diminution of sub-glottal pressure, i.e. the physiological dimension of declination. The
acoustical realisations of vocal hesitations are of interest because they seem to prove their
physiological origin.

This could explain why hesitations are hardly "detectable" by listeners in a standard
situation of communication. It is well known that listeners only notice hesitations if they
are extremely frequent. But, if we consider that the vocal reality of hesitations is only
physiological, the non-verbal nature of hesitations has also to be admitted. However, it
does not mean that hesitations have no communicative functions.

Moreover, the specific duration scale of hesitations could facilitate a specific
perceptual treatment. This interpretation is logical if we consider that hesitations are not
dependant (in most câses) on the speaker's will.

We can admit that there exists a subconscious agreement among speakers in order to
not consciously detect hesitations. If we maintain that hesitations are inevitable and
essential in communication, spea.kers often consider them as failures of reasoning.

Their role in communication (and especially in perception) is probably to create a
"time of restn during which both speaker and listener can review what has been said and
extrapolate what is going to be said.

CONCLUSIONS
Lengthening of syllable duration, without break of pitch, cannot be considered as a cue
for accentuation but - at least for the cases of extreme increasing - an hesitation cue
conside¡ed as another segmental caûegory. Determining a duration threshold could permit
the discrimination of non-accented syllables (with increase in duration) f¡om vocal
hesitation. The parameter of duration appears to be an accentuation cue but remain a
secondary cue associated with a pitch break. The existence of hesitation phenomena
confirm the prime role of the localisation of direction of slope on the syllable in the
perception of perception.
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On the temporal domain of focal accent
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ABSTRACT
Accented words are longer than tlteir unaccented counterparts. Our contribution
studies the domaín of this lengtheníng fiect: is it the (stem) morpheme, the (com-
plex) word, or the phrase? We present preliminary evidcnce, from the líterature and
from a recent etcperíment by ourselves, that thz lengthening domain extends beyond
the monomorphemic word, but nat beyond the level of the compound.

INTRODUCTTON
The function of pitch accents in languages such as English and Dutch is to focus the
listener's attention on the contents of a specific linguistic domain (syllable, word,
word group, or even ¿ whole sentence). The principal phonetic conelate of focus is a
prominence;lending change in pirch on the syllable that constitutes the prosodic head
of the focus domain, Thus, when a whole word is in focus, as in Djd tlu police
aTREST or merely susPECT the butler? (capitals indicate accent, underlining
indicates focus), the speaker executes a conspicuous pitch change on the lexically
stessed syllable of the words in focus. As a secondary effect, an accented word is
linearly stretched in time by atrlluf- l57o (i.e. across stressed and unstressed syllables
alike) relative to a version of the same word spoken outside focus (Eefting, 1993;
Sluijter, van Hcuven and Neijt, 1992). lt is not the case, however, that every content
word in a larger focus domain should bear an accent. Speakers typically accentuate
only the prosodic head of a word gmup that constitutes a larger focus domain. This
option is called inægrative accent. For example, the entire l,IP the old m¿n is in focus
in the utterance Díd you see lhe oA MAN or !fu_Ð&!, even though only the
prosodic head of the NP (nan) is accented. The realisation of the NP under inregra-
tive focus is exactly the same (æmporally and melodicatly) as with narrow focus on
the head only, as n Did you see tlæ old MA! or the old Woman? It is therefore not
the case that maærials in focus are pronounced more slowly and deliberaæly thur
maærials outside focus. Moreover, Sluijter et al. (1992) showed that pronouncing a
single word with an accent on another syllable than the lexical stress yields linear
time expansion of the enti¡e word, albeit with a large shift in relative duration
between the stressed and non-stressed syllables. These results can be summarised as
follows: all the syllables (snessed and unshessed alike) in a word containing a pitch
accent (whether on the stresæd syllable or not) a¡e stretched in time. An unaccented
word, even when in focus, is not süetched (relative to its realisation outside focus).

In the present research we seek to establish the maximal domain for the time-
expansion effect of accent in more detail. Specifically, we address the question
whether the lengthening domain concems the word level or the morpheme level. We
shall pursue the answer by studying the effccts of (i) narrow focus on the prosodic
head of adjectival compounds versus (ü) integrative focus on the same compounds.
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As in English, in Dutch compound adjectives the prosodic head is the rightmost sæm
morpheme. The crucial question is whether there is a timing difference between
compounds with narrow focus on the final morpheme and with integrative focus on
the entire compound, as in the following @nglish) questiory'answer pairs:

Ql. Is thet tea orange-flavoured or orange-scented?
Al. Th¿ tea is orange-flavowed. (narrow focus on final stem morpheme)

Q2. Is thot tea orange-flwoured or plaín?
A2. The tea ís oranee-flavoured. (integrative focus on entire compound)

ff the lengthening effect is word-based, the entire compound orange-flavoured should
stretch in both Al and 42, i.e. whether under narrow or under integrative focus. If,
on the other hand, the domain of the lengthening effect is the stem morpheme, only
the final morpheme fhat constitutes the prosodic head (flavowed) should lengthen. In
order to determine the extent of the lengthening effect we shall adopt as a base-line
condition a question/answer pair such as Q3/43, where the compound adjective is
spoken outside focus:

Q3. Is the tea or the coffee orange-flavoured?
A3. The tea ís orange-flavoured. (no focus on any part ofcompound)

PRODUCTION EXPERIMENT
Among other words (which do not concem the question add¡essed in this paper), two
Dutch compound adectives (with monosyllabic and disyllabic stem morphemes, rc-
spectively) were included in non-final position in question/answer pai¡s, with (i)
inægrative focus on the entire compound, (ii) narrow focus on the prosodic head
(final morpheme), and (iii) with no focus on the target (for examples cf. perception
experiment). The six relevant words types were recorded twice by five speakers of
standard Dutch, in different random orders. Each target was spoken as a lexical word
and repeated once more in reiterant speech, replacing the lexical word by an other-
wise identical sequence of syllables lnal. Knalgeel /knAl#'Ge:V 'bright-yellow' was

repeated as lna:' nali donkerécru /doNk@r#e:'kry:/'dark-écru' as /na:na:na:'na:/.
Table I prcsents the durations of the frst and second parts of the compound

adjectives (20 tokens per condition), as measured with a high-resolution digital
waveform editor, for each of the relevant focus conditions.

Table 1. Duration (in ms) ol morphemes and words in lexical and reíterant 't)ersions

broken down by focus condition. Durational differences from base-line condition (no

focus) øre indicated in percent.

lexical reiterant
focus lst part 2nd part wo¡d lst part 2nd part word
no 295 266 561 217 279 496
narrow +27o +737o +77o +0Vo +47o +l7o
integrative +57o +157o +9Vo +8?o +4Vo +5Vo

Accented words (in focus) are longer than unaccented words, and the effects are

stronger for lexical words than for the reiterant versions. Crucially, both the final
morpheme þrosodic head) within the compound, and the initial non-head morpheme
are elongated, which seems to point to the entire word as the basis of the lengthening
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effect under accent. However, the lengthening of the initial non-head morpheme is
stronger (by a factor 2) when the non-head morpheme is in (integrative) focus than
when it is outside the narrow focus on the head.

We conclude from these results that the scope of the lengthening effect of accent

extends to the complex word, and is not limited to tlte stem morpheme. In contradis-
tinction to what was found earlier for monomorphemic words (Sluijter 

^¡ 
a1., 1992)

compounds show a difference in æmporal organisation between integrative and

narrow focus: the non-head portion of the compound is stretched more under
integrative focus. In the perception experiment to be discussed next, we shall

consider the perceptual consequences of this difference in temporal organisation.

PERCEPTION EXPERIMENT
The answer portions of the recordings made above (second tokens of lexical versions
only) were presented to 20 native Dutch listeners over headphones. Listeners were
given answer sheets containing, for each answer sentence, written versions of the

three questions that originally preceded the answer sentences so as to elicit the three

different focus distributions. For example, when the stimulus answer sentence was I,t
heb die muur knalgeel geverfd'I have that wall bright-yellow painted', whether
produced with narrow focus, with integråtive focus or without focus on knalgeel, the
listeners read th¡ee written questions:

(l) Heb je d.ie muur knalgeel of grijs geverfd? (integrative focus)
'have you that wall bright-yellow or grey painted?'

(2) Heb je díe muur knalgeel of knalrood geverfd? (narrow focus)
'have you that wall bright-yellow or bright-rcd painted?'

(3) Heb je die muur knalgeel geverfd of behangen? (no focus)
'Have you that wall bright-yellow painted or papered?'

The listeners' t¿sk was to decide for each spoken sentence on the tape whether it was

most likely to be the answer to question type (1) asking for integrative focus on the

tårget compound, or to question type (2) asking for narrow focus on the tårget, or to
question type (3) asking for no focus on the target. Each stimulus type was presented

twice in counterbalanced order. In all, 1200 responses were collected (5 speakers * 2
targets * 3 focus distributions * 2 orders * 20 listeners). The results of the perception
experiment are summarised in table 2.

Table 2. Frequency of perceíved focus responses as a function of focus distríbution
intended by speaker.

perceived focus
integrative narrowintended focus

integrative
narTow
no

Sentences with non-focused targets werc matched with question type (3) without a
single error. This performance will be due rather to the absence of a pitch accent on
target rather than to its shorter duration. we shall not discuss this condition any

157

Lt7
0

no

0
0

400

243
283

0
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further. Still, even in the remaining part of the contingency table the distribution of
the responses deviates significantly from chance, X'?=8.4 (p=.004), which indicates
that our listeners were able, to some extent, to perceive the difference between inte-
grative and narrow focus on the adjectival compounds as intended by the speakers.
The effect is clearly speaker dependent (data not indicated in table 2). Speakers #3
and #4 hardly made any difference between na:row and integrative focus (no
significant association between intended and perceived focus), speakers #l and #5
have a moderate association, while speaker #2 is surprisingly successful (over 757o
conect) in communicating his intended focus distribution.

We conclude from the results of this perception experiment that at least some
speakers are able to make a communicatively relevant distinction in morphologically
complex words between integrative focus on the enti¡e compound and narrow focus
on just the prosodic head within the compound. Note that'listeners proved unable to
make this distinction in similar listening tests using the monomorphemic tokens
collected by Sluijter et al. (1992).

CONCLUSION
We conclude from the production and perception experiments reported above, that
the domain of the lengthening effect of accent extends beyond the morpheme or the
monomorphemic word: lengthening applies to all the segments in a compound word.
However, other than what we found earlier in monomorphemic words, the lengthe-
ning effect is weaker for the non-head morpheme than for the head morpheme.
Moreover, if the head morpheme is in narrow focus, the lengthening of the non-head
if weaker still (by a factor 2 or more) than when both head and non-head morpheme
are in focus. This difference between integrative versus narrotv focus in Dutch
compounds is communicatively relevant, at least for some speakers.

At least tvr'o caveats are in order here. First, the conclusions that were drawn
above are partly based on data collected in our own experiments, and partly on data
published in the literature. There is a risk involved in so fa¡ as different speakers and
lexical materials were used in the various experiments. What is needed is a single,
large-scale experiment in which all the relevant factors are are examined using
carefully controlled materials and the same set of speakers across experimental
conditions. Second, there need not be a causal relationship between the observed
differences in temporal structure between integrative and na¡row focus on adjectival
compounds and the perception of the confiast. Further experiments are necessary in
which acoustic parameters other than timing are kept under strict control.

REFERENCES
W.Z.F. Eefting and S.G. Nooteboom (1993), "Accentuation, information value and

word duration: effects on speech production, naturalness and sentence processing",
in Analysís and synthesis of speech, strategic research towards hígh-qualíty text-
\o-speech generalíon, ed. by V.J. van Heuven and L.C.W. Pols (Mouton de
Gruyter, Berlin), pp. 225-240.

A.C.M. Sluijter, V.J. van Heuven and A.H. Neijt (1992). læxical stress and focus
distribution as determinants of temporal structure, in B.L. Derwing, J.J. Ohala
(eds). Proc. 2nd Internat. Conf. Spoken Lang. Processing, Banff, Alberta, 12-16
October 1992, YoL I, pp.349-352.

135



136 Working Papers 41, Dept of Linguistics and Phonetics, Lund, Sweden

Establishing Prosodic Structure by Measuring
Segment Duration

Elise Hofhuis
Depar[nent of Language and Speech

Nijmegen University
Erasmusplein l, 6525 HT Nijmegen, The Netherlands

ABSTRACT
In this paper we describe hvo experiments which show how knowledge about segment

durations can de used to decide between prosodic theories. One experiment shows us

that unstressed word-final heavy syllables do not form sepørate feet. A second
experiment demonstrates that word initial monosyllabic feet are not feet postlexically.

INTRODUCTION
Prosodic structure is generally motivated on the basis of its relevance to segmental
phonological rules. However, it is also reflected in the durational structure of speech.

For example, Gussenhoven and Rietveld (1992) found that English listeners expect
the duration of preboundary syllables to increase with the rank of the prosodic
boundary they precede. Many other experiments report preboundary lengthening in
speech production, such as Lindblom & Rapp (1973), Klatt (1975) and Lehiste
(1979). Although these experiments are concemed with morpho-syntactic boundaries,
the observed lengthening can be interpreted as a reflection of prosodic structure,

since higher prosodic boundaries by and large coincide with important morpho-
syntactic boundaries. In this paper we will present two experiments that illustrate
how knowledge about segment durations can be used to decide between theories of
foot structure.

EXPERIMENT 1

Dutch treats open (W) syllables as light and closed VC, VVC- and VCC-syllables
as heavy. The Dutch stress system is left dominant, quantity sensitive and right-to-
left. Heavy penultimate , syllables attract the main stress without exception (e.g.

Aláska, *álaska), while open penultimate syllables can be skipped (e.g. dóminee). As
a result of this fact, final syllables without main stress are included in a binary foot
with the penultimate main-stressed syllable when they are open, but closed syllables
are assumed to form feet by themselves (see van der Hulst (1984), Kager (1989) and
Trommelen & Zonneveld (1989), among others). This distinction is illustrated in
(la,b):

(1) a. F b. F- F...*/\ l' l"
sri* ,f n'l,i"* loot
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For the proposals in (1) there has been no independent evidence. In fact, there are no
obvious prominence distinctions betv/een the final syllables of (la) and (1b).

Moreover, Gussenhoven's (1993) investigation of the chanted call in Dutch and

several segmental foot domain rules suggests that monosyllabic feet only occur wo¡d
finally in Dutch. This means that both words in (l) should be analysed as having
structure (1a). It was the aim of experiment 1 to find out wether we could find
phonetic evidence for the foot structure of words like (1b) as compared to (la).

Method
It is a well documented fact that the length of stressed syllables is inversely related
to the number of unstressed syllables within the foot. This was described by
Nooteboom (1972) for Dutch. Thus, we assume that the stressed syllable of a

monosyllabic foot is generally longer than the same syllablè in a polysyllabic foot. If
we generalize this assumption, \ve can establish the foot structure of words like (la)
and (1b) by measuring the segment durations of their first syllables. If the ñrst
syllables of words like (lb) were to have longer durations than those of words like
(1a), it would be reasonable to assume that the first syllable of (lb)-type words does

constitute a separate foot. However, if their first syllables a¡e shown to be equal in
duration, we must accept that both types of words should be analysed as in (1a), as

Gussenhoven suggests.
Three minimal pairs of bisyllabic s/w words were selected. One had an open first

syllable (2a), one a closed first syllable (2b) and one had a final syllable closed by
an ambisyllabic consonant (2c). The words in each pair differed only in the weight of
their second syllables. For comparative reasons we also included versions of the pairs

with second syllables containing schwa.

Table 1. Material for experiment I

137

2nd Light
a. Syra (si:ra)
b. basta (bcsta)
c. manìma (mcrma)

2nd Heavy 2nd schwa
sieraad (si:ra:t) sieren (si:r@)
bastaard (bosta:rt) basten (bcrst@)

mammoet (mamu:t) maÍrmen (mam@)

The words were embedded in a carrier sentence in postfocal position. They were

spoken ten times by two male speakers of Dutch, 22 and 23 years old, who were
paid a smatl fee for their services. The words were recorded in two sessions in a

sound proof studio. Segments were measured by hand using the SESAM segmenting

program of the Department of Language and Speech of Nijmegen University.

Results
We performed separate ANOVA's on the first syllable durations of the wo¡ds in
table 1(a), (b) and (c). The syllable durations are listed in table 2 below. Factors

were sDeaker (2) and na!urq-oll!9-Sggg!d-qy!!g&. (light, heavy or schwa).

The nature of the second syllable had a significant effect on the duration of the

first syllable for the (a) words, but only before schwa, before which it was longer
(see table 2), not in the other two conditions (F(2,53)=5.05, p=.010). The lengthening

effect schwa can have on preceding stressed vowels was also found by Nooteboom
(1972). There was no speaker effect.
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For the words in table 1(b) we found no significant difference in duration of the first
syllables in any condition (F(2,52)=1.43, p=.248). No speaker effect was found.

The first syllables of the (c) words in were not significantly different in any of
the three conditions (F(2,54)=1.068, p=.351). There was a significant speaker effect:
the syllables of one speaker were on average 10 ms longer (F(1,54)=7.31, p=.009).
However, there was no interaction involving the speakers.

Table 2. Results of experiment I: first syllable durations ín ms.

1st syll. ambi.

1st syll. closed

1st syll. open

226

269

261

2nd light

231

271

260

2nd heavy

226

277

274

2nd schwa

EXPERIMENT 2
Another implication of Gussenhoven's (1993) findings concerns words with w/s
stress patterns. They are usually analysed as consisting of a stressless monosyllabic
foot followed by a foot bearing main stress. If monosyllabic feet cannot occur word
initially this analysis cannot be maintained. Gussenhoven suggests that these word
initial feet should be analysed as appendices to the word, and do not receive foot
structure. The phonological data seem to conoborate this analysis. One way of
ñnding additional phonetic evidence for the analysis is to look at the neutralisation of
vowel duration in the appendix. It is a distributional fact of Dutch that the opposition
between long and short vowels is only maintained in foot-initial and word-final
position, which suggests that no W-V opposition exists outside these contexts.
Therefore, a lack of durational opposition between tense and lax vowels in word-
initial position may be interpreted as indicating the absence of foot structure. The
experiment was designed to find out whether this neutralization is an acoustically
relevant process.

Method and results
The only minimal pair we could find for this experiment was the pur anale (ana:l@)
'anal', with a long first vowel, versus annalen (ana:l@) 'annals', with a short vowel
and ambisyllabic consonant. The two words were embedded in the same carrier
sentence as the one in experiment l, and spoken 10 times by the same speakers.

'We carried out separate ANOVA's on the vowel and on the following /n/. Factors
were speaker (2) and vowel tvpe (long or short). Vy'e found no significant difference
in duration between the long and short vowels (F(1,36)=.051, p=.823). There was no
significant difference between the speakers either. In the second analysis the /n/ was
found to have nearly equal durations in both words (2 ms difference) but one
speaker's /n/'s were significantly longer (F(1,36)=55, p<.001). \Ve also found some
interaction between the two factors (F(1,36)=5.83, p=.021) due to the fact that for
one speaker the /n/ was longer after the "long" vowel (7 ms) while it was longer
after the short vowel (3 ms) for the other speaker. This was not a substantial
difference, however. The segment durations are listed in Table 3 below.
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Table 3. Results of etperiment 2: durations in ms.

'malen'

'male'

72 ms

73 ms

dumtion of vowel

66 ms

68 ms

dumtion ofÍl

CONCLUSION
The results of experiment I clearly show that the weight of aû unstressed syllable
does not influence the duration of a preceding main-sressed syllable. Thus, we must
conclude that the words in table I have the same binary foot structure. As was

mentioned above, the foot-domain rules that are described in Gussenhoven (1993)

independently motivate this analysis.

Experiment 2 demonstrates the total neutralisation of durational differences

between long and short vowels in wo¡d-initial unstressed syllables. We think this can

be explained by the absence of foot structure above these syllables, and that these

syllables should be analysed as appendices to the foot. We assume that this can cause

W-syllables to drop a V-slot. This analysis was argued for independently by
Gussenhoven (1993) on the basis of observations about the chanted call in Dutch,
and segmental phonological rules.

Both experiments indicate that it is possible to corroborate phonological theories

using phonetic evidence, It is our intention to explore this possibility further in future

experiments.
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ABSlRACT
During any kind of information retrieuaL dialog, the repetition oJ parts oJ information just
gi,uen by the d,ialog pûrtner can often be obserued. As these repetitions are usually ellip-
tic, the intonation is uery important Jor determining lhe speakers intention, In this paper
prototypically the tímes of dag repeated by the customer i,n train table i.nquiry d,ialogs are
inuesti,gated. A scheme ís d,eueloped for the officers reaclions depending on the ínlonation
of these repetitions; ít høs been integrated, into our speech understanding and d,ialog system
EVAÈ þt. [6]). Gaussian classi.fiers uere tmined Jor d.istingui.shi.ng the di.alog guiding sig-
nals confirmatíon, questíon and feedback; recognition rates of up to 87,5% were obtained.

INTRODUCTION
Dialog systems for information retrieval are potential applications for human-machine
communication. In human-human dialogs, very often (parts of) the informationj{st given
by the speaker is repeated by the partner. It can be observed e.g. in train table inquiries
that the customer (henceforth C) repeats the times of arrival or departure just given by the
ofrcer (O). Very often only the intonation of this repetition of the time of day (RTD) shows
the intention of C ¿nd thus governs the continuation of the dialog. In the scenario of our
speech understanding and dialog system EVAR (an experimentaì automatic information
system on train tables) the transmission of these times is a pivot point. Of course, a
user-friendly system should be able to react adequately (cf. [Z]). Let's e.g. consider the
following dialog: O: "... leaaes Ulm at 17 23." C: "17 23./?". ln the case of a rising
intonation ('?') O - or the system, respectively - has to repeat the time of day, because C

r¡r'ants to have the time acknowledged. In the case of a falling intonation ('.') no specific
reaction is necessary and the system can e.g. give the next part ofinformation. This paper
describes a corpus o1 "rcal-life'train table inquiry dialogs, the frequency of occurrences
of RTDs, and their diferent intonational marking and functions. We will show how these
functions can be determined automatically, and briefly how this prosodic information has
been introduced into EVAR.

MATERIAL I

Our investigations were based on a corpus of 1Ò7 "reai-life" train table inquiry dialogs,
recorded at diferent places, most of them conducted over the phone; for rnore detail cf.

[1]. In most of the cases (88) the callers did not know that they were recorded. 92 dialogs
concerned train schedules, the rest had other topics like fares. These 92 dialogs contained
215 utterances of C with in tohù 227 RTDs of arrival or departure, i.e. more than two
repetitions per dialog on the average. In a.ll but 3 cases the repetition concerned the time
of day O just gave. There are two forms of time of day expressions possible in German:
with or without the word Uhr (e.9. '17 Uhr 23" or "17 23').

DI.A.LOG GUIDING SIGNA.LS
By repeating the time of day, C has different aims, i.e. he wants to signal O diferent kinds
of information. Depending on the specific kind of information, mostly expressed by the
intonation, the reaction of O and thus the continuation of the dialog is governed, We
observed three different functional roles of the RTD: confirrnatáon, question and feedback
(cf. figure 2).
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o Using a confirmation, C wants to signal O, th¿t he got the last information, e.g. the
time of arrival. FunctionaJly, this corresponds to the word "Roger" \n the radio traffc.
Usually, the intonation (F0-contour) at the end of such an ùttetance is falling (F, cf.
figure 2a). A confirmation can be frequently observed after the end of a turn ol O, just
at the beginning of the turn-taking by C.

Ex: O', You'll aniue in Munich at 5 32.
C: 5 32,

o The function of a question is "Son'y, please rcpeat'. C signals O that he didn't
understand, i.e, that he didn't get the time of day completely or that he just wants to
ask O to confirm the correctness ("correct me iJ I'm wrong'). The prototypical .F0-
contour is rising (R, cf. figure 2b). These questions often occur as short interruptions
during the answer phase of O.

Ex: O: ,..you'll leove Harnburg at 10 15,.. ,.,yes, 10 15, and, gou'll reach...
C: 1015?

r By using a feedback, C usually wants to signal O "I'm stíll listening", "I got the
informatior{ and sometimes uslou down, please!" or "just lel me take doun the in-
forrnation'. It is normally characterized by a, constant or slightly rising ,P0-contour
(continuation rise, CR, cf. figure 2c) and like the question it is usually found during the
answer phase of O.

Ex: O: .,.få¿ next train leaues at 6 35... ...and arrites in Berlin at I 15.
C: 635-

Note that one has to distinguish function (confirmat.ìon, question, and feedback) and
intonationa,l form (F, R, and CR) although in prototypical cases there is an unequivocal
mapping of form onto function. The dialog guiding function of a confirmation is similar to a
feedback, but their intonational form is diferent, Normally, questions can be distinguished
easily from confirmations. Feedbacks, however, are sometimes likely to be confused with
questions or even with confirmations. In our m¿terial, in 100 of the 227 repetitions of
C the reaction of O (confirmation of the coÌrectness, repetition, correction or completion
of the time of day) was governed by nothing but the intonation of C. In the remaining
cases, there were other indicators like interrogative particies. In 64 of the 100 cases, the
time of day occurred isolated; thus, the only possibility for O to interpret the intention
of C correctly, is by using the intonation of these elliptic RTDs as a cue, because other
grammatical indicators üke word order or l,l/ñ-words are missing.

THE REACTION SCHEME FOR THE DIALOG SYSTEM EVAR
From the corpus we deveìoped a scheme (cf. figure 1) showing the reactions of O depending
on the intonation of the RTD of C. In the scheme it was also taken into account if the
customer repeated the time of day completely, incompletely or incorrectly. The scheme
was integrated into our speech understanding and dialog system EVAR [6], which in our
application plays the role ofO. In figure 1, for an example ofan information given by the
system the possible ways of repeating the læt given time of day are shown in the first
two columns: C can repeat the time of day not at all or completely or incompletely and
correctly or incorrectly, using different intonations. In the case of the system, the word
recognition module has to provide the dialog module with the analyzed word chain that
has to be compared with the previous time ofday given by the system. Depending on the
different possible combinations, the thi¡d column shows the next dialog step, the reaction
of the system. For the integration into our system a prosody module has been added to the
l.inguistic knowledge base, a semantic network. All necessary prosodic knowledge has been
specified æ a set of concepts and attributes within the formalism. Since the same network
contains all linguistic knowledge sources of EVAR as well, appropriate links between the
prosody module on one ll¿nd and the syntâ,ctic, semantìc, pragmatic and dialog module
on the other hand can be easily established. For more details, cf. [6].

THE PROSODY MODULE
The task of the prosody module is to determine automatically the intonation type, i.e. F,

t4t
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Systern answer: ".,. In München sind Sie dann um 17 Uhr 32."
",., You'll arri,ve in Muni,ch at 5 32 m."

correct

& incom-

plete

complete & correct

tncorrect
no utterance

KILI

only
hours

only
mìnutes

t-

Lt(
R

t-

LK
R

F

LKi
R

ptoso( '-module

'32.',

'JZ-'
'32?',

completion ('17 Uhr 32.')

conhrmation ('Ja, um l7 Uhr 32,')

confirmation ('Ja, um 17 Uhr 32.')
correction ('Nexn, um 17 Uhr 32.')

system react¡on

Figure 1: The rcaction scheme for RTDI uithin the di.alog systern EVAR

R, CR, that are mapped onto the functional roles ofthe RTD, i.e. confirmation, question,
and feedback. From the automatically computed .t'O-contour [5] the following 4 features
are extracted: the slope of the regression line of the whole (cf, the lines in figure 2a-c) and
of the final part of the -F0-contour, and the differences between the offset (the -F0-value of
the last voiced frame) and the vaJues of the regression lines at this offset position (related
work and comparable features are e.g. reported in [Z] [e] [4]). Gaussian classifiers with full
covariance matrix were trained to classify into the three classes F, R, and CR and thus
prototypically - into the functional roles confirmation, question, and feedback.

DÀTAB.A.SES FOR THE CLASSIFIER
Two databases were recorded and digitized with 16 kHz and 14 bit: In database A one
female and three male speakers (not "naive", because they are working in prosody) read
90 complete time ofday utterances each (all with the wotd "Uhr";30 questions, confirma-
tions, and feedbacks each). As this database was used for training, misproductions (e.g. a
question was intended, but a falling F0-contour was produced) and erroneous F0-contours
were disca¡ded. Thus a total of 322 utter¿nces could be used for training. In database B
two female and two ma,le "naive" speakers read 50 time of day expressions each. Neither
misproductions nor erroneous .F0-contours were sorted out; this database gives therefore
a good impression about how the system works in real life.

EXPERIMENTA,L RESUüTS AND DISCUSSION
Three experiments were performed. In the first experiment database A was used for testing
in a leave-one-out mode (i.e. 3 speakers were used for training, the other for testing). In the
second experiment the clas¡ifier trained on database A was tested on database B. Dife¡ent
feature combinations (e.g. computing the slope of the 2nd regression line over the last,
the la¡t two or the last three voiced regions) were tried. The results for the best feature
combination where the.2nd regression line wæ computed over the last two voiced regions
a¡e shown in table 1 and 2. In the leave-one-out experiment (table 1) for all 3 cases (the
rows marked by R, CR, and F; number ofoccuriences in parentheses) good recognition rates
could be achieved (average recognition rate: 87.5%). For the speaker-independent test with
thenaivespeakers(table2)weobtainedanaveragerecognitionrateofTl.3%. Thedecrease
in performance is due to the fact that no utterances were discarded and that the naive

Table 1: Results for leaae-one-out

RCRF
Table 2: Results for database B

RCRF
R(e7)

cR (107)
F (118) L.t

t.ð
ðt,4

b.l
ð /.9
rð.õ

93.2
4,(
U.U R (70)

cR (64)
F (66) 3.tl

'rt 0
E7.1

7.b
J7.5
7.r

89.4
40.tt
5.7
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speakers obviously had enormous difficulties in the controiled production of a cont.inuation
rise: whereas questions and confirmations were recognized with approximateiy the same
recognition rate (88%) as in the first experiment, it was much more difficult to classify ihe
feedbacks correctly. As a final experiment the classifier trained on database A was tested
on a subset of the above mentioned material. Due to the sometimes very noisy
telephone quality, only 32 isolated RTD's could be used for classiñcation. Their reference
type (R, F, CR) was dete¡mined by auditory tests. For classiflcation, the same features as
described above were extracted from the digitized signal. All the 10 confirmations, all the
5 questions and 7 of the 17 feedbacks were classified correctly.

2an F, Confrrmation 2b: R, Question 2c: CR, Feedback

Figure 2: Prototyp. FÙ-contours lF, R, CR), their Junctional roles, and regression lines

FINÄL REMARKS
h [2] we show that the prosodic ma¡king of sentence modality is more distinct in elliptic
utterances than in non-elliptical utterances. Therefore we expect our modeling ofquestion,
confirmation, and feedback with R, F, and CR to work reasonably well not only with RTDs
in train table dialogs, but also within other scenarios, where short elìiptic utterances in
clarification dialogs are used (like e.g. prizes in fare dialogs). However, our modeling is not
exhaustive, because if e.g. in a confirmation a contrastive accent is positioned on the last
syllable, or vice versa, in a question on the flrst syllable, our model will possibly not work
adequately. Moreover, RTDs might not be purely isolated. They do often occur together
with additiona,l particles (l:ke "yes", uno") or with repetitions of city names. In future,
we plan to take into account the other possibilities of accentuation as rvell as non-isolated
RTDs.

.4.cknowledgements: This work wæ supported by the German Ministry for Research and Tech-

nology (BMFT) in the joint research project ÄSL/VERBN{OBIL. Only the autho¡s are responsible
for the contents of this paper.
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Cross-Speaker Infl.uences on
in Dialogue

Intonation

Jacqueline Kowtko
Human Communication Research Centre
2 Buccleuch Place
Edinburgh EHS gLW, U.l(.

ABSTRACT
Follouing up preuious claims t.l¿at a rnappirtg e:tists l¡etueen intor¿ation cor¿tour
and discourse function, th,is paper prouitles eui.dence th,at anoth.er Jactot' is il'¿uol-

ued, that oJ cross-sltcaker in.fltrcnce : there are systemati.c relat.i.onsltips l¡etuee¡t
adj acent speakers' cotttotn's.

INTRODUCTION
Recent work on intonation in clialogue tencls to follow one of trvo opposite ap-
proaches: it either describes 1's¡¡, genera.l discoulse furctions ol identifies vely
specifi c discourse contexts.

The former approach is taken b5' ltv1.¡"tnor" (1991), in a stucly of phrase-fina.l
tunes in monologue and convelsation. N{clemore finds tl-rat the tunes inclica.te
certain general discourse functions: r¿i.sirrg tune connects, leuel tune conti.nues, anð.

falling tr:r'e segments. Context detelmines horv each of these tnres opelates. Fol
instance, phrase-final rise-indicating non-finalit¡' ol connectior.r-can manifest
itself as turn-holding, phrase suìroldinatiol, ol iltersentential cohesion.

The latter apploach is adopted b1' Hockey (1992). She examines thlee types
of contour ìn terms of trvo contexts in task oriented dia.logue, distribution ol
pronominal anaphola and tuln-taking behaviour'.

In order to further the understanding of intonational function, the present
work attempts to combine these trvo a¡rproaches. This in turn rec¡rir-es an in-
dependent description of dialogue context as the ba.sis fol a robust account of
intonational function. Such an inclependent clescliption is the conve¡sational ga.-

mes analysis outlined in I(owtko, Isa.r'cl ar.rcl Doheltv-Sneddon (1992).

DIALOGUE CONTEXT
I(owtko et al. (1992) propose a re¡rei'toile of intelactional exchanges, called con-
uersational games (deriving from a tlaclìtion of litela.tru'e originating in Porver',
1974), which can be identifiecl in clia.logue. Withir each game, we can icleltifS,
individual rnoues, which are clefinecl in terms of speakel intention a.ncl dia.logue
function. This analysis makes it possible to clesclil¡e an utterance ol palt of an
utterance as a specific move at a specific point rvithin a specific game.

The repertoire of games and moves is l;ased upon a ûìap tash (See Anclerson
et a1.,1997, for a detailed descliption) in rvhich one persorì who has a map u'ith a
path marked on it describes this route to anothel pelson u,ith a sinilar map ivho
then dtaws the path onto their map. A barliel sepa.rates the two participants.
The nature of the task is such that the slrealiel's intentions in the conversation
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are fairly obvious. Kowtko et al. (1992) r'eport that one expelt ancl three naive
judges achieve 83% agreement u'hen classifying conversational moves in two ma¡;
task dialogues.

Six games appear in the dialogues: Instlucting, Checking, Quelying-YN,
Querying-W, Explaining, and Aligning. They a.re initiatecl by the following n-ro-
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ves:

INSTRUCT
CHECK

QUERY-YN
QUERY.W
EXPLAIN
ALIGN

Provides instruction
Elicits confirmation of linorvn ilfolmation
Asks yes-no question for unknown informatior
Asks content, tulz-, question for: nnknown information
Gives unelicited description
Checks alignnrent of position in task

Clalifies or rephrases given infonnatior-r
Responds affilmatively
Responds negatively
Responds with requestecl infomatiolt
Acknowledges ancl recluests continuation
Inclicates inteltion to begin a new gatre

Six other moves plovide response and additional feedback:

CLARIFY
REPLY-Y
REPLY-N
REPLY-W
ACI(NOWLEDGE
READY

Since the task involves one playel tellirg the othel horv to d¡arv a pabh, the
conversationnaturallyconsistsofrnanyInstructinggantes. Ga.mesoccurinseties
and may nest within one another. Res¡:onse alcl feedback moves nìay loop rvithin
a game.

The prototypicaÌ game consists of an initiating lnove, a lesponse move, and an
optional feeclback move. The n-rajolity of games (84% flon a sanple of 3 dialo,
gues, r¿ = 65) match the simple plotot¡,pe. Cìan'res that do not match this struc-
ture a¡e still well-formed, containirg extLa. moves, adclitional response-feecll;ack
loops, or nested games. Very felv gan-res (less tha.n 2%) breali clou,n as the lesult
of a misunderstanding or other ploblem.

Here is an example of a prototypical Instmcting game. The vertica.l ba.r.

indicates the boundary of a mor.e:

A: Right,ll just draw lound it.
READY II INSTRUCT

B: Okay.
ACI(NOWLEDGE

INTONATION
Once we have analysed the game stmctnre of a clialogue, rl'e cal look fol rela.-
tionships between move type ancl intonatiolt contonr'. Iiorvtìro (1992) taltes this
approach with prornising results. However:, this plocedure presupÌ)oses that dis-
course function, as clefined by rlove type, is the plilcipal fa.ctor in determinilg
the choice of contour. This assnnptiolr is colsistent ivith rnuc]r lecelt rvork on
functional factors influencing intolation (e.g. llockey, 1991, 1992; Litman a.ncl

Hirschberg, 1990; À4clernole, 1991) and is supportecl b1'ear'liel n'olk on ga.me
structure and intonation in ta.sli-oliented dia.logue (Iiorvtlio, 1992), but it igno-
res another factor that tnay 1)e signilìcant. narlc.h' thr: ìnIuence of the plevious
speakerts contout.
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The present results use clala lrom rra¡r t,ask clialogues: single l'olds t'hich
compose moves within theuseh'es (nunÀntnr. uh-hult, okny, littp. 1le.\, no, ulnt.ost,

f,ne, right, okag, ayet). These rvolcls typica.lh'sutface as 6 of the 12 r.uoves irt
the games analysis: ALIGN, REPL\'-Y, RDPLY-N, RDPLY-w) ACI{NOWLEDGE! a.nd

READY. The data set consists of 100 out of 151 single wolcl rnoves spolien by
four conversants in two entire clialogues. To avoid intetference u'ith pitch accettts
in larger intonational phrases, wor'<ls thich folrn paltial utterances a.re excluded
(the other 51 moves). The intonation ol each rvord has ìreen tlanscribed as high
level, low level, r'ise, fall, rise-fall, or'{all-r'ise.

When categorized accorcling to 17¡oüc (s1;ccific 1ìrnction) a.ncl posìtiou in gante
(discourse cor.rtext), trencls enrelgc fionr the rlata. lìcsult.s ale sutnnralised itt
Table 1.

Ta.ìrle 1: Inton¿rtion ,.\ssociatecl u'ith NJove

R,EADY

ACI(NOWLEDGE
ACI(NOWI,IìDGD

ACKNO\VI,EDGE
ACKNOWLEDGE
ACKNOWLEDGE
REPLY-Y

RÐPLY-Y, oT

REPLY-N

REPLY.Y, OI
REPLY-N, oT

RÐPLY-!V

ALIGN
Moue

RÐPL\'-)'. ol'
nEPL\'-N, oì'
Iì D P J,\'-\\'

ACIiNO\YI,1ìDGE

CIL;\RIF Y
EXPLAIN
INSTRT]TI'I'
ctt EC'li

Qt' En\',\'N

.\LIGN
nLtc;N. enrìreclcled

I'rrrctltnt¡ .llott

l,â ll

¡äll
Level
Level
l,<:çcl

I.âII

l'aII
Level

ll rse

I u.tr e

Ioll

10 of 12

3 of 4

4oïi
3ol 7

2o1 3

18 of 36
1ol 1

l;J ol l(i

6ol i
4 of 6

{iol i
Urt.ta

It has been proposed (e.g. Blazil rl ¿1., lf)80, lllorvn Cun'ie ancl lienl,olthy,
1980) ihat the pitch range of one spealiel can iuflnence tÌre pitch la.nge of another.
Results in the starred (*) categor'ìes of Table 1 suggcst tha.t the intonatiol contour
of one speaker can inflnence the into¡ratiorr coutour of anothel spea.lier. \\/hen
an ACKNOWLEDGE move follorvs a resPonse ntovc (<lLAnlFY, ACI{NO\\¡LEDGE, ol'
a REPLY), the relative frnal height. of its intonat.iorì contouÌ rnatches the rela.tive
final height of the contour in the last ul.tcranr:e spolier b1' the othel colr¡eLsa.nt
(70% o1 the time). Fina.l heights ale judgcd lil.hin a spca.ker''s ol'n pitch la.nge.

CONCLUSION
The data here supports the vieu, that int.onatiorì coltouls nra¡, be influencccl b-v

those of the previous speaker''s utte¡:ance. \\ihile this is a. ¡rlelimina.r')'stucl¡, l(,

nevertheless provides sufficient eviclerce of intelesting tlends to support fu.-thel
work.

lParticipants in the rlap tasli rlere unrìergraduatr:s at Glasgol' lTniversity, and therefore
spoke Scottish English.
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\Mord-prosodic features in Estonian conversational
speech: Some preliminary results

DianaKrull
Stockholm Universþ, Institute of Linguistics
5-106 91 Stockholm, Sweden

ABSTRACT
Estonian has three distinctive degrees of quantity: short, long and owrlong. This paper

reports an iwestigation on the temporal and tonal correlates of quantity in the natural
conversation of one Estonian speaker. The results show statistically significant
differences between quantities only for the temporal correlates. The tonal correlates had
a considerable overlapping between quantities,

INTRODUCTION
Ove¡ the yeaxs, a large amount of investigation has been addressed to the Estonian
quantity system. A number oftheo¡ies about the nature ofthe three distinctive quantities
and their acoustic correlates have been put forward. (For an overview, see Lehiste 1970;
a new theory is presented by Eek and Help 1987). The phonetic material on which the
theories could be based, consisted of so called "laboratory speech", that is, words or
sentences prepared by the investigato¡ and read by the speaker. More recent work has

shown that mo¡e naturally produced speech can differ considerably from such laboratory
productions (see e.g. Lindgren, Krull and Engshand (1987). In particular, language
dependent differences in the stability of temporal cues to quantity have been found
(Engstrand 1992). The temporal cues for Swedish seem to be less stable than in Finnish.
The probable reason is that in Swedish, quantlty is not signalled by temporal cues alone,
there is also a clear difference in vowel qualþ.

It can be hypothesized that if an acoustic parameter is used as a primary or only cue
to phonological distinctions in a language, then the freedom of the speakers of the
language will be restricted. That is, differences in the acoustic parameter should remain
robust in any speaking style. Therefore, an investigation of natural Estonian
conversation is important for two reasons: It can help to test the hypothesis, and, at the
same time, throw some more light on the question relative importance of different cues
to quantity in Estonian.

Estonian has three phonologically distinct degrees ofquantity, short (Ql), long (2)
and overlong (Q3). They are signalled by the duration ratio between the first (main
stressed) and the second syllable of aword. The typical ratio for Ql is 2:3, for Q23:2
and for Q3 2:1 (Lehiste 1960). To distinguish Q3 from Q2, listeners use an additional,
tonal cuc (Lehiste 1970): falling F0 for Q3 and flat or slightly rising for Q2. Earlier
results with words read in isolation and in a carrier phrase (Krull 1993) showed that the
duration relation between syllables remained stable even when the syllables involved
were shortened. In most cases, also the falling F0 contour remained stable.

Other tonal cues described in the literature but not studied in Krull op. cit., are F0
stepdown from the end of Vl to the beginning of Y2 (Lehiste 1970b), and an earlier
location in time of an F0 maximum within Vl for Q3 (Eek 1990).

The aim of the present study is to assess the stability of these cues in natural
conversational Estonian speech, to begin with, ofone speaker.
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METHOD
The subject was a male phonetician, native speaker of standa¡d Estonian, resident in
Estonia. Seated in an anechoic chamber øgether with the author and prompted by a few
short questions, he related episodes from his childhood, schooldays and travels, The talk
- over an hour and a halfofa lively near-monologue - was recorded digitally. Lexical
non-compound Q2 and Q3 words of the form (C)VICV2(CV3...) were located and
sampled at a rate of l0 kHzls. Vl was a long or overlong voweVdiphthong, C a short
consonant. This form was chosen because the exact duration ofsingle short consonants
in syllable initial position is ofno consequence for the quantity degree and therefo¡e Vl
and Y2 can be used to represent syllables (Lehiste 1960). The three-way quantþ
contrast is connected to the two initial syllables of a word, of which the first carries the
main shess.

For the analysis, the Kay CSL 3400 system was used. First, the duration of the
vowels was measured. The beginning and end of the vowel were defined as tlte onset
and and offset of a clear formant pattem. In the case of stops, the burst ¡elease was
defined as the beginning of the vowel. The aspirative phase sometimes appearing at the
end of vowels, especially in word final position, was not included. Thereafter, the
duration ratio VlAy'2 was calculated.

Next, F0 was measured at the beginning and end of Vl and V2, After stops, the
beginning was now defined as the voice onset instead ofthe burst. Ifthere was an F0
maximum within Vl, its frequency and temporal location were lnarked. Utterauce final
words were excluded. The remaining material consisted of 157 words, 48 of Ql, 45 of
Q2 and 64 of Q3. V/ords where Vl was an (over)long vowel were measured separately
from words where it was a diphthong. Moreover, disyllabic words - which were in a
clear majority - were measured separately from words of tlree and four syllables.

Mann Whitney U-tests showed no significant change in syllable duration due to the
lengthening ofthe word as was reported by Krull (1993) for laboratory speech, nor any
significant diflerence between long vowels and diphthongs. Therefore, these groups
were analyzed together.

RESULTS
Duration ratios and F0 data are shown in Table l. The data were, in general, not
normally distributed, therefore median values are given instead of means, and the
Mann-Whitney U-test was used, The test showed statistically significant differences
between Ql-Q2, and between Q2-Q3, both for the durations of V1 and V2 and for the
V1/V2 ratios. Fo¡ all cases p<.001. The ratios are shown in the so called "box and
whiskers" plot in Figure 1.

The corresponding differences in F0-change, on the other hand, were not statistically
significant, although there was a tendency for F0 to fall more during Vl in Q3 than in
Q2 words. There was also a tendency for F0 to stay unchanged between the end ofVl
and the beginning of V2 in Q3 words, and to fall in connection with Q2, but even here
the difference was small and the variation considerable.

An F0 maximum within V1 was for¡nd in 27%o of the Q2 words and in 59% of the
Q3 words. The median F0 rise was about 8.9% of the vowel-initial value for Q2 and
7 .5%o for Q3. The location of the maximum on the time axis was earlier in Q3 than in Q2
words: for Q2 median location of the maximum lay at a point 55% of the entire duration
of V1, for Q3 the corresponding value was 44o/o. However, the difference in location
was not statistically significant.

Finally, the material was checked for possible correlations between the different
acoustic correlates to quantity. No such correlation - positive or negative - was found.
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Table 1. Median, mininimum and maximum of the duration of Yt, l/2, and of the VI[V2
ratio. Percent F0 change between the beginning and end ofVl, and between the end of
Vl and the beginning of V2.

Duration

N Vl (ms) V2 (ms) VlN2
^F0 

(%)

vl vl-v2

Ql med
mtn
max

Q2 mçd
mtn
mfix

Q3 med
mln
max

.7

.5
1.3
1.8
1.0
3.2
3.2
1.0
8.1

109
69

194
78
37

149
56
23

132

82
56

ll5
134
74

244
180
48

323

48

45

64

0.3
-7.0
44.4

.8
-40.1
52.5
-4.5

-33.8
62.5

2.4
-35.3
28.9
-6.1

-42.2
2t.9
-2.5

-28.3
7,7 )

10

I

4

o
Glr

c.ì

2

0
123

Degree of quantitY

Figure 1. Box-and-whiskers plot of the V1/V2 ratío in QI, Q2 and Q]t The boxes

reþresent the spread of50% ofthe sample, 25% (quartile) above and 25o/o below the

median. The whiskers (above and below the boxes) are drawn to the nearest value not
beyond a standard span of the quartiles. The points beyond that are,represented by
aiterislrs and circles (For details see Velleman and Hoaglin /981, p. 65fl.
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DISCUSSION
The hypothesis presented in Introduction, if true, would predict that the temporal
correlates to Ql and Q2, and at least one - temporal or tonal - correlate to the distinction
between Q2 and Q3 would remain stable. That is, there should be some acoustic
differences between quantities found in "laboratory speech" that remain stable even in a
more spontaneous speaking style.

The results of this investigation showed that - for this one speaker - the most stable
acoustic difference between quantities was temporal. Not only the duration ratios, but
even the absolute durations of Vl and V2 were significantly different between quantþ
degrees. Although there was always a certain overlap, it involved relatively few items. A
compmison of these results with temporal data fiom CV(V(V)CV words read in a
carrier phrase by the same speake¡ @ek 1975) showed, moreover, that the temporal
differences between quarìtities were enhanced rathet than weakened in a more natu¡al
speech style.

The tonal cues, on the other hand, were present only as a statistically non- significant
tendency. The stability of the temporal co¡relates to quantity in Estonian therefore
suggests that they may be the most crucial cues for signalling quantity. However, firther
investigation with more speakers is necessary.
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ABSTR,ACT
Trying to characterize reported speech compare to direct speech, I discuss somc prosodic
properties thanks to a statistic stud"- oJ the mean fl vaLues measured at different leveL in
the utteronces.

INTRODUCTION
My aim is to characterize phoneticaily so-called "heterogeneous" utterances

(reponed speech), which evenrually will contibute to give them a linguistic status. My
first hypothesis came from regular observations I made while studying French
spontâneous speech. To support them on a "phonetics-lab" French basis, I built a corpus
containing different types oi speech-styles in two types of environment: a long one
(tales); and a short one (isolaæd sentences). Here I am dealing with the second rype.

ln a preliminary study (on the "tales" corpus), I observed that contrary to conìmon
thoughts and compare to other types of utterances, a reported sentence (direct style) is not
preceded by a significatively long pause; I noticed also that important cues can be
observed on boundaries.

ln this snrdy, I compare fìrst the global characæristics of utterances according to the
context which is used to define their speech style. Then I compare what happens at the
boundary parts befween the inroductory sentence and the "target" utbrance.

CORPUS
The corpus is made of tìve different "target" utterances read by 5 male and 6 female

speakers in 4 different contexr which are expected to induce different speech- sryles:
N= Neutral Decla¡ative ( control context isolated target ) .

D= Di¡ect style ( X said: "tareet" ).
I = Indirect style ( target introduced by "que" ).
Q= Quotation ( embedded ørget with no speciai inroductory ma¡ks ).
The length of the "targets" vary between 8 and 17 syllables; the syntactic structures are
quiæ different; dre expressive and semantic weights of the utterances va¡y also.
The target sentences are:
" C'éøit sur que ça marcherait pas"; "Selon les pompiers, la bombe aurait été placée dans
les cuisines": " Il reviendra ce soir à 5 heures": "J'étais la honte de la famille"l "Hier soir.
tous les syndicas appelaient à la grève".
The speakers had to read for example:
a) J'étais la honæ de la t'amille. (N)
b) Je le dis sans malice: " J'étais la honæ de la famille". (D)
c) Il était évident que j'étais la honte de la famille. (I)
d) Son nouveau tube'J'étais la honte de la famille'entre 9ème au Top 50. (Q)

The expected realization of each target sentence is supposed to be triggered,or
induced, by its context "N', "D', '1", "Q".

RECORDING CONDITIONS AND ANALYZE FACILITIES
The corpus was recorded in the recording room of the phonetics laboratory on a

Marantz tape-recorder, then sampled at I lkhz with a MacRecorder.
The analysis was made wi¡h E. Keller's program "Signaiyze 2" on a McI Quadra.
The statistics were computed witir "Stat-View".
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VARIABLES CONTROL
The fi¡st measuremenß were necessary to evaluate the two variables:

a) male / female speakers . b) different synt¿ctic sÍuctures.
A two factors Anova computed on the "mean f0" of the target sent€nces shows that the
male/female factor is relevant ( P < 0,005) (obviously we are dealing with two different
regisærs), while the syntax factor is not: These two factors are independant.
On the "N" sentences group, the anova made on meÍrn f0 between the different speakers,
shows the same partition berween male and female readers. Thus it is not possibie to use
parametric statistics tests.

COMPARISON BETWEEN THE DIFFERENT ''TARGET'' SENTENCES
The parameters which I choosed to be measured are: mean f0 of the whole

sentence, mean f0 of the 2 first syllables (300ms), and of the two last syllables (500ms).
In each case, there is a double question: A¡e the "targes" different on an absolute

basis, or are they different according to the fact that they have been produced by the same
speaker in different contÊxts.

To answer the first quesrion, the H value of the KRUSKAL-WALLIS test is
comput€d, while for the second question the FRIEDMAN æst 112¡ is used as the two
compared values are paired.
As the final f0 values are compared on rwo groups only (N and Q), the U value of the
MANN-WHITNEY æst is used in the lrst case , and the WILCOXON tesr in the socond
The rcsults are given in Table 1:

Table 1: Comparíson off1 values according to îhe conrcxrs

Flnãl
syllables
''Q"vs"N"

global
mean [0

onseI
svllables

U=294 et L=-
2.3 r
D-1ø- *

þ=4,49
P=217o

H=i. I I
P=167o

unpaired tests

Z=-1.7
P{Vo *

cnr¿=¿',9¿
P4Vo *

Cht2=29,-16
P47o *

peired tests

According to the lst column, the general and the onset mean f0 values are not
signficatively different. while the final f0 value is clearly differcnr
According to the 2nd column (paired tests), the differences arc clearly signiñcant.

The two followin_e graphs illustrate Table l:

figure l: mrget sentences "3"

t1
vJe drô sð s!/ôr

153

(P is the percentage of probability
for the result to be at chance level.* indicates that the test shows
signicant differences between the
different contexrc).

it ra kËr

-.-c 
+D 

-.-I 
+}¡

Fig.i shows that the first pan is distinctive: the onset slope is negative in the case of "I",
while it is positive in the other cases. This is generally rrue even if it is not always so well
marked ( P= j%o between "N" and "I": P< 4Vo between "N,I,D" and 'Q,P" ).
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Iigure 2: target sentences "4"
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Fig. 2 shows the positive slope on the 2 last syllables in the case ofembedded sentences
("4").
As far as global mean f0 values are concemed, it appears that "N" target utterances have
higher values ( N > C > D > I ).
Tliese fi¡st results indicaæ that we must consider what happens at boundary.

COMPARISON BETWEEN THE ''TARGET'' AND ITS CONTEXT
Here, paired tests are not necessary as it is the same utterance which varies in

different contexts.
According to the results, the 2 pars (inúoductory and target) are- clearly different,

except in the caþ of the mean f0 values in the "D" group and the onset f0 values in the "I"
group.- -Ofcourse, 

one must be cautious in inærpreting these results æ the utterances and
their length being different, there is an inæraction be¡reen the value of f0 heigtìs and the
declinatiãn fine.-This is particularly the case of the "Q" embedded sentences; but if we
compare the mean fO values of the introductory paft, of the target part and of the cont¿xt
final part, the differences are significant.-These 

observations lead me to think that there is an interaction with the place ofthe
meæured seg¡nents within the utterances, and that comparing the mean values reveals the
height variations due to the place.- We can now have a lõok at what happons at boundaries, having in mind that there
may be a pause between the two sentences.

fïgure 3
c'N.4 & 'I'4)

Hz
H= 23

22

zl
to

If we compare "N" and "I" groups, we can see that in tlte case of "I" sentences, the
onset of the targèt has a negative slopè, going on with the general fall of the introductory
part. If we think of what is generally said, from a linguistic point ofliew, about-indirect
-style, 

we may conclude thai "I" utterances æe "Monolithic", while the 2 others, "D" and
"Q", are "dual".
If we rcmember that the mean f0 of tle "I" uttrer¡uxces has generally lower values, we may
say that these targets arc lowered along the expected declination line, because they are not
the beginning of an utterance but always the ending part of some introductory sentence'
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ligure 4
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In "D" utterances there is a supplementary feature: a pause. In a previous study, I
claimed that ther€ is a r€lationship between the existence of a pause and the value offu on
both sides of the boundary. It is difficult to precise the nature ofthis relationship because
speakers may adopt 2 different suatÊgies: In one case, which I call the "high" solution,
there is a rise before the pause and the target has a lowered onset. In the second case,
there is no preceding rise and the onset of the target is on the same level, or even on a
slightly higher one.

ligure 5 ("Q"4)
to,c llz

24,OO

?r,00

22,OO

2r,00

20,0O
¡o

o.a-LO.td
.ê - óç

In the "Q" group the same double possibility is used, and there is always a pause,
at least percoived if not silent In this group it must be emphasised thæ the ransition ftom
the târget to the end part of the context is always made according to the "high" strat€gy,
with or without a pause.

CONCLUSION
I hope to have shown in this study that there are prosodic differences which I tried

to systematize between different types of reported speæch.
Indirect style can be conrasæd with the others as it is constituted by one prosodic

group only with a continuously falling f0 line on the whole utterance, the introductory
morpheme "que" being never stressed.

In direct style, there is a correlation between an inter-sentence pause and the values
of f0 heights before and afær the pause; two süaægies can be observed: rise/fall vs.
continuous fall.

It will be worth to examine more precisely the case of "Quotations", compare to
"frce indirect style" in order to dicuss their status in linguistic theory.
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Intonational grouping, boundaries, and syntactic
structure in French

Piet Mertens
K.U.Leuven, Department of Linguistics
Blijde-Inkomststraat 21, 3000 Leuven (Belgium)

ABSTRÄCT
This paper describes the units and rules involved in Q) the lexicon-prosody interface,
(2) lhe intonation grammar, (3) prosodic grouping, and (4) the syntax-prosody inter-

face. All units are depicted in a multi-layered representafion of prosodic structxre.

INTRODUCTION
Given an arbitrary sentence several intonation patterns can be generated that are equally
well-formed with respect to the grammar of intonation, although in a particular contex-
tual setting some may be more appropriate than others. The acceptability of an intonation
pattern depends on several factors: (l) the syntax ofintonation units, (2) the alignment of
these units with the segmental level, (3) the interaction between prosodic structure and
syntactic structure, (4) the semantics ofintonation units.

This paper will be restricted to the second and third aspects. The intonation model
used and the semantics of basic intonation units have been described in Mertens [987,
1990,7992,19931. Although this paper will be about French, it states which parameters
(in the sense ofHirst [1991:306]) ofthe model are language-specific and which are not.

At the level ofprosodic form, the intonation group (IG, for short) is just a sequence
of one or more tones that complies with the intemal syntax of the unit. Our analysis for
French is shown below. The tone paradigms (N,\ AI, AF), their composition, and the
internal structure are language-specific. The brackets indicate optional parts.

rc -+ ((NA) Ar) (NA) AF (NA)

The structure ofthe IG was defined on the basis ofthe data in a corpus, in such a
waythat eachutterance could be anaþsed as a sequence oflGs. But the definition ofthe
IG does not explain how sequences oflGs can be generated for arbitrary sentences, i.e.
how the unit should be mapped onto the segmental chain. It will be shown that, in order
to do so, an intermediate layer is needed between the syllable and the IG, ¿s well as a
rule on the grouping of syllables. Moreover an additional layer on top of that of the IGs
is needed to represent the prosodic grouping of IGs; there will also be rules stating the
grouping mechanism and the constraints from (linear) syntactic struoture.

GEI\IERAL OVERVIEW OF DASCRIPTIVtr UìIITS AND RULES
The segmental and suprasegmental chains appear to be interwoven in a rather complex
way. The suprasegmental structure results from the use of tones which in turn are con-
strained by both morphemic and syntactic properties ofthe segmental chain. These rela-
tionships call for a multi-loyered representation of ptosodio structure in which each layer
introduces a new descriptive unit ofa higher level, resulting from the grouping ofunits of
the preceding level. The following table gives an overview ofthe factors at play for each
ofthese layers, and indicates the corresponding prosodic units.
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intonation groups

stress groups
svllables/words

sub-units
srouoed

package

intonation goup
stress crouD

syllable/word

resulting unit

observable
laccent)

observable
(accent)

ooæntial

potential
lword stress)

stress type

syntactic
semantic

syntacEc
semantic

svntactic

morphemic./
lexical

åctors

nondeterministic

nondeterministic
deûerministic

deterministic

rule nature

(l) A.word (or a syllable, cf infra) is either clitic or non-clitic depending on lexical or
morphemic properties (cf infra). Non-clitic words are commonly sud to carry word
.rt7ess, but this is indeed merely a potential stress since non-clitic words need not be
stressed always. (2) Clitic words are reorganized around the non-clitics, on the basis of
the syntactic relation between the clitics and the non-clitic. The resulting unit, the sfr¿rs
group (SG), still carries virtual stress for the reason given above. (3) An intonation
group (IG) is obtained when the speaker selects a particular tone sequence (ûom the
sequences allowed by the intonation grammar) and combines it with a part of the
segmental chain corresponding to one or more contiguous SGs. (4) Whereas the use ofa
tone sequence gives rise to the formation of an IG, the actual choice ofthe stressed tone
(among other tones from the AF position) will determine the possible grtuping of this IG
with adjacent IGs in the chain. We lse the term package to refer to a group of one or
more IGs linked by the prosodic grouping mechanism. The following sections describe
the units and rules for the different layers, starting with the lower one.

THE [fclitic] FEATIIRE
When a word can by its own form an SG or can constitute the centre of an SG and hence
become an IG, it is non-clitic. Several criteria have been put forward to define the classes

of clitic and non-clitic words: (a) lexical idenlity: for each lexical morphemg state its [t
cliticl feature (e.9. "man" is [-clitic]), þ) grammatical calegory (e.g. nouns are þcliticl),
(c) syntactic function (e.9. the subject is [-clitic]), (d) syntactic category (e.g. the noun
phrase is [-clitic]). The difficulties for each of these criteria are discussed to a great
length in Mertens 1993. In the following we will assume criterion (b) can be used.

In French, a language with bound stress, stress position is predictable from the limits
of the SG; so there is no need to specify which syllable in the word carries stress. (This
would be necessary infree stress languages.) For this reason, one can speak of [tclitio]
syllables, where a non-clitic syllable is one that carries stress in a non-clitic word.

STRESS GROIJP FORMÀTION
In the following exrimples clitic syllables are indicated by dots on the layer "WS" (for
word stress) and non-clitic syllables by o signs; on the layer "SG", boundaries ofSGs are
indicated by brackets, and stressable syllables by the minus sign.

(1)

157

vois-tu le problème?
o.o( -)(. )

Rule l: A stress group is made up of a non-clitic word .l/7 and all contiguous clitic
words that are governed by N7 (as in îu Ie vois or in vois-lu) or by another non-clitic
word 1y'2 which in turn governs N¡ (as in cet admirable).

tu 1e vois, cet admirable bateau?
WS o . . .o , o
sc ( - ) (. ) (. - )
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As can be seen from vois-tu in (1), the stressable position can shift away from a non-

clitic to a clitic syllable, at least in bound stress languages. It is this phenomenon which
explains the need for two levels ('WS and SG) in those languages.

However, when a clitic is separated from its governing non-clitic by one or more con-
stituents with which it has no syntactic relation, that clitic too forms an SG (as for qd).

(21 René, qui, tu Ie sais bien, ne nous aime pas tellement ...
!ts.o'oo.o
sG ( -) {- ) (. - )(.- ) (. - ) (- )(. - )

INTONATION GROUP FORMATION
Example (3a-c) shows different forms of the same utterance, with a varying number of
IGs. The IGs are surrounded by brackets on the layer labelled "IG". A plus sign indicates

a syllable with a tone of the AF tone paradigm. The speaker can map an IG to every SG

(as in (3a)), or he can combine many SGs into one IG (as in (3b)), provided the
following syntactic constraint is met: an SG should be grouped with the SG it depends

upon syntactically before it can be grouped with any other SG. So (3c) is wrong because

alnsl is governe d by voir and not by attriste .

(3) de Ia voir ainsi m'attriste beaucoup
WSo.o.o.o
sG ( -) (. -) ( ) ( -)

(a) IG( +)(.+)(. + )( +)
(b)rc( +) ( +)
(c)*IG ( +) (. . + ) ( +)

Rule 2: An IG is made up of one or more contiguous SGs that are syntactically
governed by an element that appears in the linear chain making up the IG.

Since a sequence of SGs can be arranged in several ways, i.e. with a variable number

of IGs, the question arises about the semantic effect of the different arrangements. Mul-
tiple SGs merged into a single IG show a larger semantic cohesion; the IG forms a

semantic unit. Moreover when tones with paradigmatic effects (such as þcas or para-
digmatic contrast) are used, their scope is limited to the elements within the IG, so the
limits ofthe IG are essential for the semantic interpretation ofthe intonation pattem.

Mertens [1992] gives a further rule (Rule 3) that accounts for phonotactic constraints
(the interference between syllable count and tones) in IG formation.

PROSODIC GROTJPING AND PACKAGES
Any series of IGs shows an internal grouping which depends on the tones being used. In
French this grouping is determined by the tones ofthe AF position, whereas in Dutch it
is linked to tones of unstressed positions. Thus the grouping mechanism is once again

language-specific. The rule for French follows (cf Mertens[990], Règle de dominance)'.

Rule on prosodic grouping: For any two successive IGs: if the tone in the AF
position ofthe last IG dominates that ofthe first IG, then there is an embedding efect of
the first IG within the second; otherwise, the two IGs are independent (uxtaposition).

Prosodic grouping is recursive: it can be applied to the units formed by a previous

step. The termpackage is used to refer to the result of a grouping operation; a package

contains one or more IGs.

PROSODIC GROUPING AND SYNTÀCTIC STRUCTURE
Many authors note that prosodic grouping has to conform to syntactic structure. It is
commonly held that the prosodic boundaries (and therefore the prosodic grouping)
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should beproportional to the syntactic boundaries. Tbts correspondence view is chal-
lenged by spontaneous speech dat4 as shown in Mertens [1993], where the following
types ofnon-agreement are found.

l. Since the limits ofpackages are determined by those ofthe IGs, and eventually by
those ofthe SGs, and since the latter can be either a constituent, part ofa constituent, or
more constituents, packages need not have the dimension ofconstituents.

2. The correspondence view implies the impossibility of having a major prosodic
boundary at an internal boundary of a complex syntactic constituent. However, the
speech data shows cases where a package merges a first constituent with only a part of
the next constituent.

(4) La lecture nrétait pas eh un niveau auquel on s'inté¡essait
WSo.oo.oo.o
sc (. -) ( -) (-) (. -) (. -) (. -)
IG (. + ) ( +) (. +) (. +) (. +)
IG I...1 HH 1....I HH 1. ,..,1 HH rLltL \1........1 HH
P ( 1 ) ( 2 ) ( 3 ) (( I 4 )

quand on faisait une théorie de la littérature
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VIS o
sG ( - )(
IG(
rG 1,,, ,

P ((
(((

.o

. -) (

.+) (

1HH
)

)

.+)
\1 r-L-

o

,*
T/LL

(.
(.
\1

5
6 6 6 ))

3. Since the prosodic grouping can only render a limited amount of hierarchical
relations, the mechanism is unable to reproduce the entire syntactic structure, even for
sentences of moderate syntaotic compleúty. So, at some point the agreement will fail.

4. Especially with contrasting tones (such as HL) one can find one or more consti-
tuents as the unstressed part ofan IG, even with syntactically dominant elements.

These facts point to a new criterion for the syntax-prosody agreement.
Rule 4: IGs can be grouped in a package, and packages into larger packages, ifthe

g¡ouped elements are linked by a valency relation. There is no requirement for the
inclusion of complete constituents.

The explicit representation of the levels of WS, SG; IG, and packages in the prosodic
structure enable the relations between intonation, syntax, and morphology to be pin-
pointed and will hopefully bring about a better understanding oftheir interaction.
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Syntax, Pauses, and Temporal Relations
in the Final Part of the Sentence

Peter Molbæk Hansen, Niels Reinholt Petersen, and Ebbe Spang-Hanssen
Department of General and Applied Linguistics
University of Copenhagen
Njalsgade 80, DK-2300 Copenhagen S., Denmark

ABSTRACT
The paper is concerned wíth sentence final phenonena, viz. the question of final
lengthening, and the occurrence of pauses in Danish news reading. Thc main
findings were (1) thaÍ a complemeruary relatioruhip exisrs between preboundnry
lengthening and the occurrence of a silent intemal, sentence internal$ as well as
between sentences; and. (2) that there is a tendency for pauses to be ovenepresented
toward the end of the senÍence. It is speculated that the latter tendency is relaed. to
ínfo rm a ti on s t ruc ture.

ñrnooucrrox
In a previous investigation of the pattern of occurrence of perceived pauses in 174
read-aloud sentences from a Danish news broadcast (Molbæk Hansen, Spang-
Hanssen & Reinholt Petersen, forthcoming) we examined the relation between
syntactic boundaries and the occurrence of sentence internal pauses and the acoustic
realisation of such pauses.

The present paper reports on further analysis of the material. We focused on
pausal phenomena in the final part of the sentence, more specifically, we were
interested in the following two questions: (1) does Danish have sentence ñnal
lengthening, and (2) does the distribution of pauses in the final part of the sentÊnce
(henceforth late pauses) deviate from that of pauses in the sentence as a whole?

SEI{TENCE FINÄL LE¡TGTHEI{ING?
In the investigation referred to above, we showed a perceived pause at a syntactic
boundary to be realised eith¿r as a moderate lengthening (ca. 3.5 centiseconds) of
the last syllable followed by a silent interval, or as a marked lengthening (almost
10 centiseconds) of the last syllable before the boundary without a following silent
interval.

Here we shall compare this result with observations of syllable durations before
the (stronger) boundaries beween sentences. As in the previous investigation syllable
durations were measured in the frve syllables preceding the boundary. The median
sentence frnal sytlable durations are displayed in figure 1 together with the
corresponding median durations before sentence internal boundaries.

The boundaries between sentences were always accompanied by silent intervals,
and it is seen from figure I that the sentence final syllable durations correspond very
closelv ûo the durations obtained for sentence internal durations before silent

' interväls. Thus in Danish there seems to be a tendency towards a complementary
relation between preboundary syllable lengthening and the insertion of a silent
interval irrespective of the type of syntactic boundary associated with the pause.

PAUSES IN TIIE FINAL PART OF THE SEI'{TEII{CE
In our previous investigation we located pauses in the material and described their
relationship with the syntactic boundaries derived from a rather finegrained surface
syntactic analysis. The great majority of the pauses (1136) did in fact occur at the
syntactic boundaries as defi¡ed by us, while some pauses (88) did not occur at such
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boundaries. Further, there seemed to be a tendency for pauses of both types to be
more frequent towards the end than at the beginning of the sentence,

Figure 1. Median dtration (in centiseconds) of thc last five syllables before sentence
intemal and external boundaries.

In order to examine this matter further, we determined the position of all pauses.
The position of a pause is defined as the number of syllables preceding it in the
sentence. Since, of course, sentence lengths vary, the pause position was expressed
in pe.rcent of the total number of syllables in the sentence, hencefofh referred to as
relative position,

Syntactically defined late pawes
Figure 2 shows, for all boundary types pooled, the distribution of syntactically
defined pauses on 20 percent intervals over the sentence. The height of the bar
within an interval indicates the difference between the pe¡centâge of pauses observed
in the inærval and the percentage to be expected if the pause probability associated
with a boundary were evenly distributed over the sentenc€.

Figure 2. Distribution of syntactically defined pauses on 20 percent intervals over
the sentence. Forfunher explanation, see text.

As appea.rs from figure 2 the distribution of pauses over the sentence is slightly
skewed:. th9 te_ndgncy for a syntactic boundary to be accompanied by a pause is
greåter in the final part of the sentence than in the beginning.
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Syntactically undefïned late pauses
Fieure 3 shows the distribution over the sentence of the pauses which did not
coincide with syntactic boundaries, as defined by us. It is évident that there is a
pronounced oveirepresentation of these pauses in the final part of the sentence: 40

þrcent of them oðcur within the last 20 percent of the sentence, and 60 per cent
occur within the last 40 percent.
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Figure 3. Distribution of syntactically undefined pauses over thc senlence. For
compørison, +-+ indicates the distibution of syntactically d'efincd pauses.

One fourth of the 88 syntactically undefined pauses occurred between preposition
and prepositional object and this position might, of course, have been included in
our invèntory of syntactically defined boundary types, but this would not. have
changed the leneral'picture: 12 of these, i.e. more than 50 percent, occur¡ed in the
last 20 percént of the sentence. The remaining 66 undefined pauses occurred at
various positions which were difhcult to classify in a syntactically meaningful
manner.

DISCUSSION
The results reported above suggest a general tendency for pauses to occur more
frequently late in the sentence, whether at syntactically well defined boundaries or
not. The explanation of this tendency is thus not to be sought in syntax. In our
view, it should rather be conside¡ed in terms of the information structure of the
sentence and of the text as a whole.

Besides having a grammatical structure related to the participants in the action
described (subject, object, indirect object, etc.), a sentence also has a structure
related to the information to be conveyed. This information structure is generally
considered to be a binary structure, the first part consisting of given knowledge, and
the second part conveying the new knowledge. The first part, the topic, is used to
identify whát the sentence is about, whereas the second part, the comment ot rheme,
gives the information intended to make a change in the hearer's mental model. For
these concepts, see e.g. Brown and Miller (1991).

The new information is also the information which is most prominent. Therefore,
new information/rheme has to do not only with end position, but also with
prominence or focus, and consequently with various linguistic means of express-
ing relative prominence: stress, pitch (Quirk et al, (L972), and certainly also
pauses.

The comment part of the sentence may just add new information, but clearly the
new information ias a tendency to be more clearly signalled when it deletes or
restricts old knowledge. It has been claimed, for instance, that negations are often
placed between topic and comment (Sgall et al. (1986)).
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If the syntactically undefined late pauses are viewed in this light, a somewhat
different pattern aÍ)pears: For instance, in 9 of the 12 cases- of pause after
preposition, the prepositional object introduces a new referent or thern¿,- and in the
remaining 3 cases of this kind the prepositional object contains the only information
on time arid place in the sentence, A few of the remaining pauses occúr iust before
4e ngin velb lwtnch introduces the commenlrheme¡, añ'd^ in the remai-ning cases
there is-a cleår.tendency for syntactically unusual gruses to occur in the neigbour-
hood of restrictive expressiow with contrastive streis (not yet. not beforc. ¡nl onh-
uclusiveþ, purety, for the moment, etc.) or after adjàdvh ôr a¿veibial modifieíó
of nouns/adjecltves not.represewing new information, i.e. it is the modifierc whrch
represent the new (restrictive) information in these cases.

Needless to sa,y, our last remarks are highly speculative, and as long as we have
no unchallengeable way of identifying topic, comment, etc., such remari<s mav seem
empirically vacuous. There can be no doubt, however, that more knowledge-can be
gained on the ¡elation.between information structure and prosodic structure (in a
yrdg se.nse). by inve-stigalng- systematically how readers-treat texts specifròa[y
designed to have a well defined information structure,
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ABSTRACT

This paper reports empiricat findings on discourse factors affecting the accentuation of
pronouns and proper names. We account for the distributions of accent on referring
èxpressions in ã nairative sample by proposing a discourse consfaint on the interpretation
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In this paper, we account for the distributions of accentuation.patterns on_pronouns and
proper ñames in a spontaneous narrative. Our account relates the sepa¡ate but interacting
õonìributions of linguistic form, grammatical position and discourse structure within the

framework of cENTERING rHEoRY.
Previous prosody research has identified crvEN/NEw information status_ as an impor-

tant but not sõle predictor of accentuation of referring expressions in elicited spontaneous

speech (Brown 1983, Terken 1984). Other factors affecting accentuation include gfammat-

iðal function and surface position (Terken and Hirschberg 1992) and top¡c or DIscouRSE

sTRUcTLJRE (Brown 198j, Fuchs 1984, Terken and Nooteboom 1987, Hirschberg 1991,

ínter alia). Our account of the accenting patterns on pfonouns and proper names integrates

several of these factors in a novel interpretion of the discourse function of accent.

For the narrative study, 481 noun phrase referring expressions in a 20 minute long,
American English spontaneous narrãtivel were analyzed for accentuation, grammatical
function (e.g. 

-subjeci, 
direct object, object ofpreposition), and form ofreferring expression

(e.g. proper name, pronoun, dehnite/indefinite noun phrase). Previous research has shown

thJreìs a general tendency for CrynN information to be accented and Hr,W information to
be unacceited (Brown 19-83, Terken 1984). It is also generally thought to be the case that
the information status of pronoun referents is CryEH, and the information status of proper
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RESULTS

Overall results shown in Table I support the hypothesis that.NEw information is generally
accented and cryeN information generally unaccented. Although this trend is significant
(p<.001, chistat = I 12, df = 1), the accentuation on l9Vo of rhe narrative's 294 pronouns
and proper names is not consistent. with the information status thought to be conveyed
by the form of the referring expression itself. These overall results are broken down by
grammatical function in Table 2 and Table 3. We conclude that there exist two major non-

Table I on all and names

Table2: of and names in suBJEcr

Table 3 of and NAMES IN DIRECT OBJECT

anomalous linguistic categories of referring expressions whose distributions in naturally
occurring discourse need to be accounted for: accented subject pronouns and unaccented
object proper names. Below, we present an initial account of these distributional data and
then examine the discourse functions of the former class in greater detail.

AN ACCOUNT OF TIIE ROLE OF ACCENTUATION

The data reported above can be explained by the following constraint: If grammatical
function and form of referring expression convey conflicting crveN/New statuses, then
accentuation must "reinforce", or agree with the cryEN/NEw status conveyed by the form
of referring expression. A corollary of this hypothesis is that for the cases where a
referring expression of a certain form is realized as its preferred grammatical function
(e.g. pronouns as subjects, proper names as non-subjects), the speaker is free to use
accenting to convey linguistic information apart from cIvEN/NEw status, such as topic
shift, emphasis or contrast.

To test the above corollary, we analyzed the 25 cases of accented subject pronouns
and determined the possible discourse functions served by accentuation. We found six

165

names is NEw. (But see Discussion section). Finally, there is a general tendency for
grammatical subjects to represent cIvEN (DIscouRsE-oLD) information and grammatical
direct objects, vew (DIscouRSE-Nrw) information (Prince 1 988). Our study cbnsiders the
role of accentuation in relation to granmatical position and form of referring expression.

Pronouns (n=159)
Propernames (n=135)

l9%ò

SlVo
Accented

SlVo
19Vo

Unaccented

SUeJncT pronouns (n=l I l)
SUBJECTpropernames (n=55)

25
48

Accented

8ó

7
Unaccented

DREc"r oBJEcr names

DtREcr oBJEcT pronouns (n=15) I
ll

Accented

t4
ll

Unaccented
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cases of emphasis or contrast and three cases requiring limited inference to determine the
pronoun referent.

The remaining cases can be viewed within the framework of cEN'IERr.¡c rHEoRy
(Sidner 1979, Joshi and Weinstein 1981, Grosz et al. 1983, Grosz and Sidner 1986) as
falling into two major classes. For one class (seven cases), accentuation accompanied a
cLoBAL shift in discourse context and signaled reference to â previous discourse CENTER
that was not salient in the immediate discourse context. Accented pronouns signaling
global shifts occurred âs the first grammatical subject following the completion of an
embedded discourse segment.¿ Also, the pronoun referent crucially was not realized in
the immediately preceding utterance for these cases. For the other class (nine cases),
accentuâtion marked a LocAL shift in attention away from the current discourse CENTER
to a new discourse entity that was indeed salient in the immediate discourse context.
In contrast to the first class, the pronoun referent always occurred in the immediately
preceding utterance, but never as the BAcKwARD-LooKINc CENTER.

Figure 1: Examples of accented pronouns (in capitals) signaling local and global shifts in
attention

so Masson became the new curalor -
he flies to london and - you løow -
he\ already met Anna Freud and thereþre
he has access to the secret cupboard of Freudian letters jin jin jin jin jinjin
and naturally Anna assumed that uh -

SHE was a brilliant woman too -
she did more a lot of work in child psy- psychiatry and psycho-
analysis

assumed that HE would keep this infonnation
you know within the confnes of the psychoanalytical group
well as Masson was studying these letters he realized ...

In Figure l, the first accented pronoun, ,l/18, illustrates a local shift establishing Anna
Freud as the cEN-rER of the embedded subsegment. The second accented pronoun, F14
marks a global shift in attention back to the outer segment. This accented pronoun realizes
the previously established cENTER ofthe outer segment, namely Masson.

DISCUSSION

This study furthers our understanding of discourse factors affecting accentuation for the
genre of spontaneous nanative (cf. Altenberg 198?). Related hypotheses have been
put forth to explain why cwen information may be accented. For example, Hirschberg
1991 notes that the accenting of cryEN proper names in a large speech corpus can be
explained by the proposal by Sanford et al. 1988 that proper names may be used to
"refocus" the speaker's attention on previously established discourse entities that lack
prominence in the immediate discourse context. Our study builds upon these previous

2Segmental structure was determined by the author using speaker intention, cue phræa, and refening
expressions æ discourse structure cues (cf. Hirschberg and Crosz 1992). Cue words signaled segment pops

in five out of thc seven cases of global shift.
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findings in two ways. First, we found that accentuation on pronouns can cue similar
shifts in attention, suggesting that accentuation cannot simply be associated with form of
referring expression but rather makes an independent contribution to the structuring of
information in discourse. second, the distinction between Locel and cLoBAL shifti in
attention makes precise two different notions of lack of discourse prominence in terms of
discourse structural properties: roughly, locel shifts occur at the initiation ofsubsegments
and cI.ostI- shifts occur at the closing of embedded segments.

We conclude that principles describing the discourse role assigned to accentuation
must be sensitive to interactions between grammatical function and form of referring
expression, and must incorporate notions of discourse structure to account for two dis-
tinctive classes of accented pronouns at discourse segment boundaries. Analysis of other
kinds of referring expressions is needed to further test the proposed discourie constrâint
on accentuation and to refine our understanding of the inte¡action of accentuation and
structural properties of discourse.
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Prosodic Aspects of Political Rhetoric

Paul Touati
DeparEnent of Linguistics and Phonetics
Helgonabacken 12, 5-22362 Lund, Sweden

ABSTRACT
In this paper, I addressed ihe issue of rhetorical prosody in French polirtcs. Overall pirch
variatîoi is analyzed as expression of a paradígmntic contrast between a pre-electoral
persuasíve speech and i pathos-õriented post-electoral pres-s-confere.nce, and a
-syntagmntic 

êhange within fhe specific sening of the pre-electoral speec.h. As a res-ult of
this analysis, I wlsh to propose a two'fold categorization of overall pitch variation in
French: one in terms of range and the other in terms of register.

INTRODUCTION
In public discourse in general, and in politics in particular, the art of persuasion.is often
baèd on a dual rhetoriðal transaction. It consists on the one hand of a clear identification
of the audience to be persuaded - the voters -, and on the other hand of the careful
exercize of target-orienæd rhetoric by the persuader - the politician himself. In Touati
(1991) I explored how some rhetoricál features were tr¿nslated into prosodic categories
and specifièd as acoustic-phonetic properties in the particular seÌting of a,pre-electoral
televiìion debate. Here, I âddressed again this issue of rhetorical prosody by analyzing
contrasts in overall pitch as produced by a French poliúcian (J. Chirac) in two different
settings (a pre-electõral speech versus a post-electoral press-confercnce) and within the
speciñc setiing of the pre-electoral speech. As a result of this analysis, I wish to propose

a two-fold catégorization of overall þitch variation in French: one in terms of range and
the other in terms of register.

RHETORICAL PROSODY IN POLITICAL SPEECII
The nature and span of rhetorical prosody may appear with greate,r clarity ifprosodic
features could bé captured when þroduced in rather different and speciñc rhetorical
transactions: pre-eleCtoral ælevisión debate, pre-electoral speech, post-electoral press-
conference; in short and well time-defined discourse events. During pre-electoral periods,
persuasive monologues typify the speaking style adopted by politicians. Rhetorical
ieatures such as intensifiers, parallelisms and meta-discursive comments (i.e. incident¿l
comments, parenthetical comments or direct quote-comment structures) are then used
with dexterity. Intensifiers are often used in order to highlight certain.âspects of the
argumentado;. One way for the speaker to intensify what he is slying is to u¡de-rline
inãividual words tonally and rhythmically. The function of parallelism is to facilitaæ
monologue processing by reducing information density and increasing redundancy. It is
achieveã by repeatinf cèrt¿in words or phrases. Meta-discursive comments are used to
relate the sþeaker himself, his contender, or a new argument to the topic which is under
discussion. Meta-discursive comments are often part of a topic-comment structure
produced with specihc rhythmic and tonal contr¿sts. Focal accents_apparently work as

intensifiers, conirasts in overall pitch being used to express meta-discursive comments
and pauses helping to synchronise parallel prosodic configurations. pbvlgysþ lhese three
srati:gies seem to accoirnt for typical prosodic means used in French political rheÛoric. In
the present paper I choose to analyse the opposition pre-electoral versus post-electoral
speéctr beca-usã this is when persuasion (when a politician aims to gain votes) gives why
tò objective pathos (when a politician comments his political victory o,r defeat). I! seems
thenihat ovèrall pitch range is used at a paradigmatic macro-level to establish this
contextual opposition. On the other hand, overall pitch variation is also used at a
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syntagmatic micro-level as in the pre-electoral speech. To persuade and to gain votes
seems to demand more refined rhetoric and richer prosody. Chirac's pre-electoral speech
is structured in a nearly classical rhetoric manner, its 'dispositio' consisting of an ex-
abrupto exordium (prooimion), a narration of the facts (diégèris), a confirmation of the
facts (pistis), and a peroration (épilogos) (see Figure I in Touati 1993, and for the notion
of'dispositio'and an inuoduction to rhetoric see Barthes 1970). Inærestingly, building
blocks for the dispositio are provided by the recurrent use of a direct quote-comment
structure (hereafær DQCS) where each DQCS is segmenæd into three units: the quoting
(lead-in) segment, the quoted segment and the comment segmenL

ACOUSTIC.PROSODIC ANALYSIS
The acoustic-prosodic analysis was done within a methodological framework developed
in a multilingual research project called Contrastive Interactive Prosody ('KIPROS')
conducted at the Departnent of Linguistics and Phonetics in Lund, Sweden (see Bruce
and Touati 1992 for a presentation of the resea¡ch methodology and exemplifications
from Swedish and French). The recorded material were digitalized and analyzed using the
LUPP program (see Eriksson 1990). The acoustic segmentation ofthe recordings was
made by visual inspection of the tonal configuration and interactive lisûening to the
segmented speech. Every 10 ms, a Fo value was computed for each segment of speech.
The data files were exported to a statistical package. For this analysis I examined average
Fo (means and st¿ndard deviation), the absolute Fo minimum and maximum values and
the range.

Overall pitch contrâsts in different sett¡ngs
Results for the analysis of pitch contrasts in different senings rue presented in Table l. As
shown in Table l, the pre-electoral speech was uttered with a higher mean Fo while the
post-electoral press-conference was uttered with a lower mean Fo. Absoluæ Fo minima
are similar. On the other hand, maxima values are lower and range is more reduced in the
post-electoral press-conference. By using this long term reduced overall pirch range, J.
Chirac is acting in the role of a generous and tranquil winner or, more to the point,
seeking to impose on the audience such an image of himself.

Tabte l. Pitch range and register in wo different settings. Average Fo (means and
standard deviation), absolute Fo minimum and maximum values and Fo range in nvo
different settings (A: pre-elecøral speech, B: post-electoral press-conference; values are
in Hò.
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A
B

MEAN
163
tt'l

DEVST
38
22

MIN
79
7l

MAX
250
2t9

RANGE
r7t
138

Overall pitch changes in direct quote-comment structure
Results for the analysis of pirch changes in the DQCS are presented in Table 2. As shown
in Table 2 and as an example in Figure I (l) , quoting segments were uttered with a high
Fo mean, with a very high Fo minimum and maximum, and a reduced Fo range. On the
other hand, quoted segments were signalled, in contrast to quoting segments, by a lower
Fo mean, lower absolute Fo minimum and maximum and larger Fo range. Comment
sogments generally show a strong tendency to contrast with quoted ones in the same way
that quoted segments contrasted with quoting ones (comment segments are realized by a
lower Fo mean, lower absolute Fo minimum and maximum, and larger Fo range). There
is an exception: the last comment segment has a reduced Fo range (see Figure I (2) ).
This is probably due to its position as comment in the épilogos (final part) of the speech.
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Table 2. Pitch range and register in DQCS- Average Fo (means and standard
deviation), absolute Fo minimum ønd maximum vølues and Fo range in DQCS (A:
quoting segment, B: quoted segmcnt and, C: comment segmcnt; values are in Hz).

1) Quoting the socialists
MEAN STDEV MIN MAX RANGE

A 183 29 147 221 74
B 172 28 95 204 109
c 155 38 86 228 142

A (ils nous disent) B(on
(they are telling us) (we

2) Quoting the President
MEAN STDEV

A 195 23
B 160 27
c 160 45

continue) C (c'est tout voilà l(e) programme)
continue) (fhat's all, that's the programme)

MIN
156
93
83

RANCEMÆ(
241
215
2to

A((et) le Président de la République nous dit ) B (il faut voter pour nous car on n(e)
change pas une équipe qui gagne) C (sans complexe c'est tout)
(And the President of the Republic is telling us )(you vote for us because you don't
change a winning teamxit's that simple, that's all)

3) Quoting the Prime Minister
MEAN STDEV MIN MAX RANCE

A t76 34 133 245 ltz
B 157 34 94 226 132
c l5l 28 102 189 87

A ((quant) au premier ministre il nous dit) B(au secours la droite revient) C (point final)
(As for the Prime Minister, he is telling us) ( help! the right wing is back) ( Period)

CONCLUSION
During our work in KIPROS, we assumed that changes in overall pirch were essentially
changes in range and were mainly achieved by raising/lowering the Fo peaks. This
assumption is confirmed here in the analysis of different fragments of rhetorical prosody.
It seems that pitch range variation is used when establishing a paradigmatic contrast
between pre-electoral speech and post-electoral speeech or a syntagmatic change between
direct quoæ segments and comment segments. But, as it was possible to observe in the
pre-electoral speech, changes from a higher regisær to a lower register were used in order
to express the opposition quoting segments-quoted segments (variation in register in
spontaneous French was observed by Meræns 1987). Our analysis of overall pitch in a
pre-electoral speech as opposed to a post-electoral press-conference and within the
specific setting of the pre-electoral speech provide evidence that we need a two-fold
categorization of overall pitch variation in French: one in terms of range and the other in
terms of register. I also propose an adjustment of the KIPROS transcription system
conceming overall pitch in the following way:

Pirch range: [*] = same range [1] = expanded range [t] = rcduced range

Piæh register: [+] = same register [11]= higher register [ll]= lower register

85
t22
127
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A. t 1 le Présidenr de la République nous dit:

B. I ü 'il faut voter pour nous car on n(e) change pas une équþ qui gagne',,

C. I + sans complexe , c'est tout.

quant

A.t f| au premier ministre il nous dit:

B. 1 $"au secours la droite revient ",

C. ù =+ point final.

Figure 1. Fo range and register in DQCS (A: quoting segment, B: quoted segment and,
C: comment segment; values are in Hz), ( I ) Quoting the President (þistß) anA e )
Quoting the Primc Minister (épilogos).

l'n
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ABSTR,ACT
An eaperírnent was catt'i,eiL oat to inaestigøte the effect of aarying the location of
the (unique) sentence accent on the concrete n¿eloilic behaøior of thøt øccent, Morc
specificallg, we rneaslrred,th'e onset, the iluration ønilthe size of boththe rise anilthe

fall on the so-cøIled, þoi,nteiL høt' on the accent. The moin finiling was thøt øccents

øre gettíng smøller the løter theg occur in the sentence.

INTRODUCTION
In natu¡al speectr, pitch accents can be realized in many difrerent ways. ln Dutch,
a coûrmoû realization of a pitc-h accent is the socalled po'i'nteil åøú: a sudden pitc"h

rise oo the accented syllable, immediately followed by a sudden fall ('t Haxt et
al., 1990). Yet, this pointed hat can vary a lot with respect to the range and the

duration of both pit& movements, as well as with respect to its location in the
syllable. The present study has investigated the melodic behavior of single pitch
accent in short, monophrasal Dutch utterances. Previous studies have pinpointed

the notion of. conaerging ilecli,nation lizes (Terken, 1993). This notion states that
consecutive pitch movements become smaller the later they occur in the pbrase, so

that one could interpret them as being realized between two converging declining
Iines: the baseline and the topline. We were interested in looking if this notion also

bolds in uttera¡ces with but one acceni. To do so, we measured the onset, duration
and size of both the rise and the fall constituting the pointed hat used to ma¡k the
unique sentence accent.

METHODOLOGY
In order to check for the influence of the accent location on the concrete melodic
realization of the pointed hat, a set of uttera,nces was recorded, all containing only
one sentence accentl. The data base consisted of several readings of a¡ uttera¡ce

lThe construction criteria for the materials were imposed by the COST-233 prcject 'Prosodic
in Synthetic Speech'.



ESCA \Vorkshop on Prosody 1993

containi'g mooosyllabic words ('Een laag dal zag eeî man' (A low valley saw a
ma^o)), and a¡r uttera,nce containing disyllabic words ('De lieve da.me gooide een
ballon' (The loveþ lady threw a balloon)).

Accents could fall either in initial, medial or ûnal position: on the fust ûoutr, o¡r
the verb or on the secood noun. lwo spea,kers were asked to utte¡ the senteoces: one
male (SL) and one female (YH). Every utterance was spoken eight times. Totally
this equals: 2 lengths (short, long) x 3 accent locations (I, M, F) x 2 speakers x 8
replications (eight recordings) : 96 recordings.

The readings with the desired accent structu¡e were elicited by appropriate ques-

tions. E.g. to get the a¡swer'The loveþ lady threw a bøllood, the (oral) question
was'Whøt did the loveþ la.dy throw?'.

The original pitch contou¡s were replaced by socalled 'close copies' (i.e. straight-
line approximations of the original pitctr contour without any audible difrerence with
the original ones, cf. 't Hart ei al, 1990). On the 96 close copies, the numerical values
of the pointed hats were measu¡ed. More exactlg we measured the onset (relative
to vowel onset, in cs), duration (in cs) and excursion size (in semitones) of both rise
a¡d fall coustituting the pointed hat.

RESULTS
Results for speaker 1 (SL)

The results for speaker SL a¡e shown in the following table. The eight replications
for every recording were pooled.

Table 1. Speøleer 7: tneøn onset, iluration ønil eacursion size for ri,se ønil fall in
poi,nteil hats o,s ø funct'ion of the locøtion of the øccenteil sglløbe (I(nitial),
M(ed.iøI) or F(inøI)).

loog

short

sent.
Iength

I
M
F

I
M
F

accent
loc.

- 6.50
- 7.87
-]0.r2

18.25

16.50
t4.37

6.11

5.32
4.52

-11.62

- 9.75
- 7.37

t6.25
L6.62
11.50

6.60

5.35
4.31

nse
dur
("r)

onset
(cs)

exc.slze
(sr)

13.50
73.62
9.00

16.87
L4.12
13.00

5.59
5.56
4.99

12.12
8.37
8.75

15.87
17.t2
11.87

6.28

5.65
4.75

fall
dur
(æ)

onset
("r)

exc.stTß
(sr)

The most striking effect in this table clearly is the reduction in excursion size as

a function of the accent location, a¡d this both for the rise a¡d the fall. Accents
rea.lized in initial position (on the frst noun) have la,rger excursions than accents in
medial positioa (on the verb), which a¡e in turn la.rger tha.n those in ûnal position
(on the second noun). For mea¡ values see also table 3. An ANOVA with sentence

length and accent location as main effects show that these effects are statistically
signiûcant (for the exc.size of the rise: F < .001, and for the exc.size of the fall: F
= .oo2).
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Since the phenomenon of decreasing excursion size as a function of accent 1o-

cation holds fo¡ both the rise and the fall, we can look at the correlation between
these two pararneters via a regression aaalysis. Followiag figure shows how these
two pa,rameters a¡e correlated.

r
t
É
e

è
x
c
u
r.
S
I
o
n

S
I

e 5
3.2 4.8 6.4

fall êxcurÊion size

a

Figure l. Speøker 1: Conzlation plot of excursion size rise uith eøcursion rise fall
(CoræIation Cofficient - .81'1, B2 : .665).

A second observation for spea.ker SL concerns the duration of both the rise a¡d
ihe fall. Both rise a¡d fall become shorter the later the accent falls. This can be
seen in table 3 on the following page.

Results for speaker 2 (YH)

The results for speaker YH a.re shown io the following table. The eight replications
for every recording were pooled.

Table 2. Spealeer 2: mean onset, iluration anil ercursion size for ri,se anil foJI in
pointeil hats øs a function of the locatàon of the øccenteil sgllabe (I(nitial),
M(ed.iøl) or F(inal)).

long

short

sent.
length

I
M
F

I
M
F

accent
1oc.

-8.00
-r2.37
-11.50

23.50

2L.87

r5.62

5.56

5.26

3.69

-14.87
-16.75
-10.00

23.87
26.50
14.62

6.07
4.82
4.51

rlse
du¡
("r)

onset exc.slze
("r) (sr)

19.25

16.75

4.87

13.75

13.87

15.00

6.46

6.26
5.86

13.87
t3.25

6.50

26.75
t5.62
12.00

7.67
6.10
5.57

fall
dur
(.s)

onset exc.8¡ze
("r) (sr)
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Just as in the measurements for SL, the most obvious efiect of va.rying the accent
location is the reduction in the excursion size of the mo¡¡ements. Both the rise a,nd
the fall get smaller excu¡sions the later they occur in the seutence. Here as well, an
ANOVA gives signifi.cant F-values for the excursioû size of the rise and the fall (F
< .001 for the first, a¡d F = .003 fo¡ the latter).

For spea^ker YH, a regression analysis between the size of the rise and the size of
the fall yields the followiag result: Correlation Coeficient : .753, R2 : .567

Following table shows the mean excursion size and duration of both the rise a¡d
the fall for spea^ker SL, and the mea¡ excu¡sion size of both the rise a¡d the fall
for speaker YH. The data for the short and the long sentence a,re pooled, since the
ANOVA shows that the only main effect inluencing these va¡iables is the accent
location a.nd there a,re no significa.nt interactions.

lable 3. Meøn eacursion size of rise ønil føll lor both speølcers, anil mean durutíon
of the rise øntl føll for speøker SL, pooleil oaer the tuo sentences.

I
M
F

accent loc.

6.36
5.34
4.42

5.94
5.61
4.87

speaker L

rise fall
exc,size exc.size

(sL)
rise fall
dur. dur.
17.25
16.56
L2.94

16.37

15.62
12.4

7.07
6.18
5.72

5.82
5.04
4.10

spea,ker 2 (YH)
rise fall

e:¡c.size exc.size

CONCLUSION
For both speakers, the sa,me main observation is found. The later the unique sentence
accent occurs, the smaller both the rise and the fall constituting the pointed hat.
This finding strengthens the observation in Terken, 1993. He ha¡ found that pitcà
accents tend to be realized between two converging declination lines: a baseline a¡d
a topline. In case ofonly one accent, it is problematic to d¡aw a toplinez. However,
we have found that the principle of convergence still holds in this case. Unique
pointed hats seem to be realized between two bypothetical declination lines as well.

This study was ca¡ried out within the fta¡nework of the Europeaa project COST-
233 'Prosoilics in Sgnthetic Speech'.
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Ä,BSTRACT
We deueloped a classificati.on scheme for laryngealízati,ons that can be use¡l to ¡liscrimi,nate
the many difJerent shapes of laryngealizations with different feature ualues. Potential ap-

plications are phonetic transcription and. automatic d.etection. The scherne was d.eueloped

and, tested ui,th a database from y' speakers that contains more than 1200 laryngealzzati,ons.

INTRODUCTION
The normal speecli register (modal voice) comprises a F0-range fron about 60 to 250 Hz
for male speakers and a F0-range from about i20 to 550 Hz for female speakers. Below
this register there is a special phonation type rvhose mechanisms of production are not
totally understood yet and whose linguistic functions are little investigated until now.
There is a variety of different terms for this phenomenon, which are used more or less

synonymously: creak, vocal fry, creaky voice, pulse register, laryngealization, etc. We use

"laryngealization" (lLenceforth LA) as a cover term for alì these phenomena that show up
as irregular, voiced stretches of speech. Normally, LAs do not disturb pitch perception but
are perceived as suprasegmental irritations modulated onto the pitch curve. Although LAs

can be found not only in pathological speech, but also in normal conversational speech,

most ofthe time, they were not objects ofinvestigation, but considered to be an irritating
phenomenon that has to be discarded. On the other hand, recently the fact that LAs often
occur at word or morpherne boundarìes and thus could be used in speech recognition, has

been reaüzed. Efforts for their investigation and classification have been undertaken [2]

[3]. In the time signal LAs can look quite different (cf. figure 1 6) and it is not far-fetched
to claim that the only common denomirator of the different types is their irregularity. LAs

can be produced with different means and different states of the glottis but it is not clear
yet whether there is a regular relationship between different production mechanisms and
diferent types of LAs showing up in the time signal. In [2] four different types of LAs are

characterized (cf, below). We will follorv another approach ard use non-binary features
for our description scherne that can be used by different transcribers ìn a consistent way.

An overspecification can be leduced in a second step. It should be possible to extract the
features automatically with standard pattern recognition algorithms.

MATERIÄ.L
We investigated a database of 1329 sentences from 4 speakers (3 female, 1 male; 30 mìnutes
of speech in total). One third of the database consists of real spontaneous utterances gained
from human-human clarification dialogues, the ¡est consists of the same utterances read
by the same speakers nine months afterrvards (own utterances and partners utterances).
Recording conditions were comparable to a quiet ofice environment. The uttetances were

digitized witìr 12 Bit and 10 kl{z; for more details cf. [1]. Two trained plioneticians clas-

sifled the voiced passages as [+/- laryngealized] with the help of a segmentation program
(time waveform presented on the screen and iterative listening to the segmented part).
4.8% oî the speech in total (7.4% of the voiced parts) were laryngealized (henceforth la).
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The mean duration of the LAs was 64.1 ms with a standard deviation of 35.1; minimum
= 12.8 ms (l frame), maximum = 332.8 ms (26 frames). 16% of the LAs extend through
a phoneme boundary. The non-la passages will not be considered in this paper. The la
parts were plotted with their non-la context and a constant resolution, and a group of
6 experts tried to cluster a subset of these plots manually using different critetia (the 4
classes in [2] as well as phonerne-, context-, and speaker- specific peculìarities). Based
on the similarities between the tokens within the clusters and the dissimilarities between
tokens of different clusters respectively, several features were chosen for characterizing
the LAs adequately, Afterwards, a classification scheme rvas developed heuristically and
subsequently tested and verified with the whole material.

THE CLASSIFICATION S CHEME FOR LÄRYNGEALIZ.A,TIONS
In MÜSLI (MttnchnerSchema fürLaryngalisierungs-ldentif.kati.on)six diflerent features
in four different domains (cf. table 1.) are used for describing LAs. The values of these
features can be determined independently from each other and are coded with integers
within the ranges from l-3 or f¡om 1-4. Thus, every LA is determined by a sextuple of in-
tegers. In this paper, we will deal only with these features and not with other, e.g. speaker-
or context-specific phenomena. Due to the lack of space, not every feature value can be
illustrated in figure 1-6, but some of the values can be seen in the captions. The features
and their values that are givelÌ in brackets are described in the îolÌowing, In parentheses,
the percentage of cases of al1 LAs assigned to the specific value are given. VaÌues tlìât can
probably be combined into one single value (i.e. reduction of overspecification), are given
in curly brackets at the end of the description of each feature. Reasons for combining
are: either one of the values - e.g. [3] in AMPSYN - occurs very seldom, or because the
two values might possibly not be told apart with great certainty by e.g. an automatic
classification. At the same time, the va,lues do not discriminate different LA-types such
as e.g. the values [1] and [2] in F0SYN and FOPAR, cf. table 1.

1. NUMBER = Number of glottal pulses: [1] many periods (83.5%); [2] two to three
periods (8.8%); [3] one period (1.3%); {zS}

2. DAMPING = Special form of the damped rvave: [1] relatively normal damping
(aZ.+%); [2] strong exponential decay of the amplitude (2.0%); [¡] "delta-like",
triangular damping Q A%); [4] "unusual" damping (30.1,%); {Z q}

3. AMPSYN = Amplitude compared rvith ìeft and right context (syntagmatic aspect):

[1] normal (76.2%); [2] lower (23.3%); [3] higher (0.a%); {i 3}
4. AMPPAR = Amplitude variations inside the LA (paradigmatic aspect): [1] regular

envelope, no variations (23.3%)i [2] slightly irregular envelope (a53%)i [3] "diplo-
phonic", i.e. regular variation between high and low amplitude (11.8%); [4] break
down of enveiope (L2.2%); {1, 2}

5. FOSYN=F0cornparedwithcontext(syntagmaticaspect):[1] regular,novariations
(38.0%); [2] slightly ilregular (ls.t%); [3] subharmonic (25.2%); [4] extremely long
period(s) or pause (20.3%); {1 2\

6. F0PAR = F0 variations inside the LA (paradigmatic aspect): [1] regular, no vari"
ations (39.7%); [2] slightly irregular (28J%); [3] strong variations (ZS.l%); l+l
periods not detectable (6.7%); {1 2}

The feature value [1] is ahvays the default value as it is found regularly in non-la speech
as weil. A va,lue was determilLed if it showed up during more of half of the la passage.

A "compound type" (56 occurlences in the database) was determined if the la passage

consisted of two cleally distinct parts that could be classifled on their own. These two
pa¡ts were treated separately. In total 1251 LAs were labeled with MÜSLI.

t77
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RESULTS ÄND DISCUSSION
Out of all 1251 LAs 81% could be classifred unequivocally and completely. 18% could
also be cìassified, but with a disagreement in at least one feature value between the two
phoneticians. In only 18 cases there was at least one feature value that could not be
determined at all (feature value 0, cf. fìgure 6). The numbers given in the following always

refer to all LAs except these 18 cases. For a grouping of the LAs into distinct LA-types,
we first chose those combinations of feature values (sextuples) that occurred ) 10 times.
These sextuples were grouped so that (near) default values were combined with as few
as possible non-default values. We distinguish four different domains in the time signal:
Number, Damping, Amplitude, and. Frequency. In the following description, parentheses

contain one or more of: 1. the relevant domains; 2. the number of the figure showing an

example; 3. the terms used in [2] if they difer. Tliree LA-types could be differentiated
with the help of difrerent domains: cLorrALIZATIon (Nzrnåer and Frequencg,frgve l),
DAMprNc (Dampi,ng, figure 2, creak), oreloruowa (Amplitude, lgure 3). Two LA-types
could be differentiated within one single domain, namely suBHARMoNIc (figure 4,

creak), and ApERIoDlcrry (figule 5, creak or creaky voice) both having diflerent values

itside Frequenc,y for FOSYN and FOPAR. In flgure 6, the wrsro PAPER BASKET LA-type
is illustrated with an example where two feature values (for AMPPAR and FOSYN) could
not been delined. AMPSYN is no "distinctive feature" because it does not discriminate
LA-types but it can characterize LAs in general. In figure 1-6 the sextuple of feature values

is given in each caption in parentheses. Although a "standard" cLorrALIZATIotl has only
one period follorved by a long pause, the example given in figure 1 represents roughly half
of ¿ll the cLoTTALIZATIoNs in our material.

Table 1: LA-tgpes and their characterization with MUSLI

APERTODICITY
(168/242/384\

SUBHAWONIC
1109/15?/190)

DFLOPHONIA
(12211661222\

DAWING
(tf,r /2921680].

GLOTTALIZATION
I 6r/114/116)

LA-type
(number of cæes)

l

I

1

I
Ii231

'[231',

NUMBÐR

I)omaiûs & IBAI'URÐS

Irr4j
ll234l

[1341
[1234]

I
[1234]

'[341',

12341

3

h2341

Dtmptng
DAMPING

l12J
h23ì

1

h23l

1

n23l

1

1123ì

1

[123'l

Añplttude
AMPSYN I AMPPAR

2

112341'

lt2)
11241

u2l
11241

L12l

l34l

u2l
t12l

,4

Iieqvenc!
FOSYN I FOPAR

'1341'

'1121

u2.l

u2l
l12l

[13'l
11231

Table 1 shows the flve LA-types and their characterization with special feature values. The
columns can be interpreted as regular terms: between columns holds conjunction, within
brackets hoids disjunction. Combinatorically 3.4'3.4.4.4 = 2304 diffcrent sextuples can
occul. In the first line of each LA-type the combinations are shown that entail I 10 cases

(narrow condition; 56 possible, 24 occurring sextuples). Weakening the conditions more
cases can be classiûed; cf. the possible feature combinations in the second line of each LA-
type (broad condition; 780 possible, 1?8 occurring sextuples). In the second line cells are
left empty, whose terms do not difler from the corresponding terms in the first line. Cases

that are comprised in line two are kept disjoint, i.e. there is no intersection of two LA-
types. They ¡epresent so to speak pure LA-types. However, if rve use as c¡iterion only tlie
"distinctive feature" values quoted in line one, i.e. for the other features all values are valid
(very broad condition), we get 3552 possible and 247 occurring sextuples. 532 cases belong
to more than one LA-type, 83% of them folming an intersection of ort'¡pltlc witli other
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LA-types. In the first column of table 1 the number of cases for narrow/broad/very broad
conditions are given in parentheses below the name of each LA-type.

Figure 1 (231243) Figure 2 (t412tr) Figure 3 (111311)

Figure 4 (111231) Figure 5 (i31243) Figure 6 (111004)

FINAL REMA.RKS
It can be doubted that the features are distinctive phonologically but at least some of them
might constitute allophones occurring in different contexts, while others might describe
simply free variants. Yet, to our knowledge the feature matrix in table 1 is the first
attempt to describe a large corpus of LAs systematically and exhaustively with a feature
approach; it seems to work reasonably well. MUSLI should, however, not be taken æ the
fina,l classification scheme fo¡ LAs but rather as a starting point for further investigation.
Other possible features as e.g. spectra.l tilt, breathiness or (partial) devoicing could Ì¡e
taken into consideration as well. The next step will be the automatic extraction of the
diferent features and then hopefully a more straightforward but at the same time more
robust feature description and a reduction of overspecification. It should be investigated
further whether different LA-types can be discriminated perceptually, whether different
LA-types have different functiolis such as e.g. boundary marking, and if the different LA-
types are speakel-, language-, or register-specifìc.
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ABSTRACT
In this contributíon we will give a summary report on a project on prosodic phrasing in
Swedish. Emmples of three dffirent methoùtlogical approaches will be given: speech
analysß, speech synthesis and prosodic parsing. The results include expansions to the
model of Swedish prosody.

INTRODUCTION
The starting point for our research effort within phrasing and prosody of Swedish has
been our judgement that we possess a fair amount of knowledge about prominence
relations and accentuation but that we know relatively little about prosodic grouping and
phrasing. It is widely recognised, however, that grouping - involving the double aspect
ofcoherence (connective) signalling and boundary (demarcative) signalling - is one ofthe
main functions of prosody.

This contribution summarizes the work within a rccently completed co-operative pro-
ject between Lund University and KTH. Our primary goal has been to attain new know-
Iedge about phrasing and prosody in Swedish. Our focus of interest here is in particular
the grouping of words into prosodic phrases and domains of similar size. The problems
to tackle concem questions in both phonology and phonetics. The main phoñological
issue is to try to understand what structure could be assumed for prosodic phraiing,
particularly what types ofprosodic phrase can be identified as rclevant domains between a
'prosodic word' and a 'prosodic utterance'. The basic phonetic issue is to find out what
speech variables (F0, duration, intensity, phonation type, pausing, etc.) and
combinations of them can be used to signal phrasing. Basically three different methods
are being utilised within the project: speech analysis, speech synthesis and prosodic
parslng.

SPEECH PRODUCTION/ANALYSß
The first method is the collection and analysis of speech production data. It involved the
construction and recording of specially designed æst material produced by one Stockholm
speaker, as well as the selection and recording of suitable read text passages by several
speakers (laboratory speech). The first set consisted of 22 sentences repeated three times,
typically occurring as minimal pairs, where the location of the sentence internal clause
boundary (here represented by a comma) was varied. These sentences were, for the most
part, synt¿ctically ambiguous, and designed to give us an idea about phrasing strategies
and to enable us to easily test these strategies in the text-to-speech framework. One such
pair is presented below:

Nlir pappa fiskar, stör Piper Putte. (When daddy is fishing, Piper disturbs Putte)
När pappa fiskar stör, piper Putte. (When daddy is fishing sturgeon, Putte peeps)

Considerable variation in the signalling of phrasing was observed @ruce, Granström
and House, 1992) including: 1) the use of duration only in clauseþhrase boundary
signalling, 2) signalling ofcoherence by deaccentuation, 3) coherence signalling through
the use of a "hat pattern", and 4) in longer sentences with greaær syntactic complexity,
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the combined use of duration and F0 cues, including the absence vs. presence of F0
downstepping.

An extension of the above speech material has also been investigated within the
project (Bruce, Granström, Gustafson and House, lÐ1). The distinctive feature of these
sentences (also minimal pairs, repeated ten times) is lhe absence vs. presence of an
inæmal clause boundary. An example pair is:

Lä¡arna backar fiir pojkamas sparkar. (fhe teachers back away from the boys'kicks)
L?irama backar, ftir pojkama sparkar. (Ihe teachers back away because the boys kick)

While a connective F0 downstepping was a characæristic feature of a sentence without
an inærnal boundary, a fair degree of variation was found in the production of sentences
containing a boundary. This variation can be summarised by the following strategies: l) a
boundary cue comprising marked pre-boundary lengthening preceding a small physical
pause, with F0 downstepping indicating coherence,2) the addition ofa focal accent to the
accent before the boundary, accompanied by a terminal F0 fall and moderate pre-
boundary lengthening, and 3) an upstepping F0 patærn initially - interpretable as an
extra emphasis for contrast on the first accent - and a relatively wide F0 range on the
accent before the boundary accompanying moderate pre-boundary lengthening.

In most of our material, phrasing and accentuation are partly interdependent, as
deaccentuation is often used as a coherence cue for the division into phrases. In one type
of sentence, however, accentuation stays the same, while phrasing is varied. The
following sentence pair is used to illusFate this subset, where the characteristic difference
is the location of the internal boundary, resulting in either a grouping of 2+3 accents or
3+2 accents:

B. Fast man offrade bonden, och löparen hälsade kungen.
@ut we sacrificed the pawn, and the bishop greeted the king)

L. Fast man offrade bonden och löparen, hälsade kungen.
(fhough we sacrificed the pawn and the bishop, the king greet€d us)

These two sentences, as well as an ambiguous version of them, were recorded three
times. One typical and cleady identified version ofeach sentence is illustrated in Figure l.
It is clea¡ that both tonal and temporal cues are combined to signal the difference in
phrasing. The notable F0 difference occurs after the 2nd accent 'bonden' as a deep vs.
shallow F0 valley. Inærestingly, there is no corresponding F0 difference after the 3rd
accent 'löparen'. The main durational difference can be seen as a pre-boundary
lengthening after the 2nd and 3rd accent respectively depending on the phrasing. This
sentence type was also used in a formal perception æst using text-to-speech synthesis (see
next section).

SPEECH SYNTIIESIS AND PERCEPTION
The second method employed was the use of text-to-speech synthesis for the testing of
hypotheses about the signalling of prosodic phrasing. In the KTH text-to-speech system
there are several ways of interacting with rules and parameters (Carlson, Granström and
Hunnicutt, 1990). Text-to-speech synthesis was used to test the phrasing strategies
observed in the production data above (Bruce, Granström and House, 1992). The default
¡ealisation of clause boundary signalling in the text-to-speech system, including a silent
pause, appears to be unambiguous, but too strong and hence unnatural in many contexts.
Several alternative boundary signalling strategies that also have the function of
disambiguating the synthetic versions of the potentially ambiguous sentences in our
speech material were identified and explored.

Some of the strategies conceming the relationship between tonal and durational cues
were tested perceptually using the KTH rule synthesis where subjects can interactively
vary duration and tonal parameters by moving a point on the computer screen. A sentence
pair similar to sentences B and L above was used in a formal perception test where

l8l
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Figure 1. Waveþrms and fundamcntal frequency contours ol the sentence "8" (solíd
line) and "L" (dashedline). Arrows indicate the domain usedfor parameter mnnipulation
of synthetíc versions in the perception experiment.

subjects were asked to determine an optimal position for each interpretation and a line of
ambiguity across the screen. Results of this test, presented in Bruce, Gransröm,
Gustafson and House (1993a), clearly indicate that both duration and F0 are effective as
phrasing signals. Although some of the individual listeners tended to have a cue
preference (F0 or duration), the interaction between these two cues se€ms to be one of
complementation rather than comprising a primary and a secondary cue. Furthermore, the
durations and F0 values of the test word seem to be judged in relation to both what
precedes and what follows for the same speech parameter in the test utterance. Thus the
results are also consistent with our more specific observation from production dat¿ that a
shallow F0 valley as part of an F0 downstepping patærn has a connective function
signalling coherence within a prosodic phrase, while a deep F0 valley, as a break in the
downstepping trend, has a demarcative function signalling a phrase boundary.

PROSODIC PARSING
The third method used in this project was prosodic parsing directed towards the
recognition of phrasing. The first stage of the prosodic recognition method is the use of a
human recogniser, ân expert reader of an acoustic record of speech for the identification
of potential phrases of an 'unknown' speech signal (cf. House and Bruce, 1990). Based
on the knowledge used by the expert reader for prosodic parsing, the subsequent
procedure is then to teach the computer to make an automatic analysis of prosodic
phrases. Generally, we believe that the prosodic parser is particularly suitable for testing
hypotheses about the interaction benveen different speech variables for the expression of
prosodic phrasing.
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The prosodic parsing experiment carried out in this project involved recording and
analysing longer text passages read by two different speakers. In the experiments an
expert reader is given the task of identifying prosodic phrases solely on the basis of a
visual representâtion of the text showing the waveform, inænsity and fundamental
frequency. The results are then compared to two independent, auditively based
transcriptions of the readings (Bruce, Granström, Gustafson and House, 1993b). There
is fair agreement between the transcribers (-807o) and the expert is frequently able to
identify the boundary. The mean absolute boundary locations identified across all
experiments by the expert was slightly more than 70Vo, andby telaxing the criterion to +/-
one word it increased to 85Vo. Sometimes the strength of the boundary is not agreed on.
Results from these experiments will form the basis for the formulation of automatic
recognition rules for phrases which can be inüegrated into an automatic prosodic parsing
system.

CONCLUDING REMARKS
Our modelling of prosodic phrasing involves both coherence and boundary marking. We
assume that successive prosodic words are typically grouped into prosodic phrases. This
means that the prosodic phrase is related to the accentual structure. Thus specific
combinations of tonal gestures for accentuation can signal coherence within a prosodic
phrase. Boundary signals for a prosodic phrase can be eittrer a separate gesture before the
first accent (initial juncture) or after the last accent (terminal juncture), or they can
coincide with an accentual gesture at the beginning or at the end of a phrase.

In the continuation of this project rüe want to widen the scope and direction of
r€search in two different ways. Firstly we intend to cover not only the grouping function
(e.g. phrasing) but also the prominence function of prosody (e.g. accentuation). 'We
consider these to be the two main and basic functions of prosody. We specifically intend
to study the interaction benveen phrasing and accentuation. These categories seem to be
easy to separate from each other in theory but are frequently conflated in the practical
situation. Secondly we would like to study how prosodic grouping and prominence are
exploiæd in a dialogue context.
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Automatic Detection of Prosodic Cues
for Segmenting Continuous Speech
into Supralexical Units

Noëlle Carbonell, Yves Laprie
CRIN-CNRS & INRIA-[¡naine
BP 239, 54506 Vandæuvre-lès-Nancy Cedex, France

ABSTRACT
We are currentþ working on the automatic detection of syntagm andword boundaries in
French, from the study of pitch and rhythtn temporal evolution. Afier a brief presentation
of our method, we discuss results obtained on various continuous speech corpora .

OB.IECTIVES AND HYPOTHESES
Numerous experimental studies have brought out the useful contribution of prosody to
speech perception and understanding (cf. for instance: Blesser, 1969 in Waibel, 1988;
Grosjean, 1987). However, J. Vaissière and A. Waibel (Vaissière, 1988, Waibel, 1988)
observe that few prototypes - among recent continuous speech recognition and
understanding systems - take into account the linguistic information embedded in
prosodic events.

The complex nature and multiple functions of prosody may account for this paradoxical
situation, namely:
- the great intra- and inter-speaker variability that cha¡acterizes prosodic expression;
- the interactions between microprosody, which is deeply influenced by the phonetic

contents of utterances, and macroprosody, which contributes to the interpretation of
speech at various levels: lexical, syntactic and semantic (cf. Waibel, 1988, page 1 l);

- the complex relationships bet\ryeen macroprosody on the one hand, syntax and
semantics on the other hand (Hirst et al., 1991).

We report a recent empirical study that we conducted on the contribution of F¡ench
prosody to the automatic segmentation ofcontinuous speech into lexical units. Our aim
was to determine whether reliable predictions on word-boundary locations could be
derived from the automatic analysis ofpitch evolution and ¡hythm variations.

This issue has not yet been carefully investigated. In the few existing prototypes that
involve prosodic data in the recognition/understanding process, prosody is assigned a
limited function, that is: the validation of word hypotheses genèrated from acõustic-
phonetic, syntactic or semantic evidence (Waibel, 1987).

But, in the case of French at least, the role of prosodic information should be carefully
considered, since studies on French prosody (cf. in particular, Rossi, 1981; Di Cristo,
1981) indicate thât: most often, main lexical accents are located on the last syllables of
words, and last syllables of syntagms are associated with specific prosodic pattems.

Therefore, we contend - against (Vaissière, 1982) for instance - that the function of
prosodic information in systems for the recogntion of spoken French should not, a priori,
be restricted to the validation of word-boundary hypotheses generated by othe¡ information
sources.

Our study is based on the following assumptions:
1. We hold, with M. Rossi and other phoneticians, that the contribution of energy to the

expression of suprasegmental linguistic information is rather limited in French (Rossi,
1981), compared with the ¡ole that this prosodic parameter plays in other languages
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(l) For instance, a næal vowel is often significantly longer than an oral one. As an illustration of context
effects, /a/ in syllables where it is followed by /R/ (cf. "part" for example) is longer than when it is
followed by another consonant as in "chatte".
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(such as English, for instance); which explains why we have restricted the scope of our
study to the analysis ofpitch evolution and rhythm variations.

2. We assume, with I. Galtella (Gai'tella, l99l) that prosodic expression greatly varies
according to the pragmatic context (or situation) in which speech is produõed; díerefore,
our study includes the analysis of speech corpora recõrded in various situations
(reading, sentence repetition from memory, simulated human+omputer dialogue).

3. We chose to use macroprosody as an independent source of infórmation, ií order to
promote robust speech recognition and understanding; therefore, we decided to focus
pitch analysis on the centre parts of vocalic nuclei exclusively, so as to eliminate most
micropros-odic effects; with regard !9 thestudy of rhythm, it is based on a rough
estimate of the mean duration of vocalic nuclei per prosodic group.

4. Since phoneticians do not agree on a unique model for the description of French
macroprosodic sentence patterns, we did not aftempt to interpret prosoãic cues in terms
of comprehensive macropfosodic structures; instead, we focussèd on the detection of
prosodic cuesthat may contribute efficiently to lexical segmentation, that is: syntagm-
boundary markers and chieflexical accents; with respect to the latter, we assumedlhat
they could be reliably dis.tinguished from secondary and emphatic accents which may
occur on fi¡st or intermediate syllables in words (cf. polysyllables).

We briefly describe our method in the next paragraph. Then, results obtained on three
different speech corpora are presented and discussed. Finally, we indicate how these
results influence our current work on the contribution of prosody to speech recognition.

METHOD AND ALGORITHMS
Pitch evolution anålysis
In order to get robust pitch data, we chose to implement the time-domain auto-correlation
lnethod for pitch detection proposed by M.M. Sondhi in 1968 and improved by L.R.
Rabiner namely.

We _devefoped ari algorithm for detecting peaks on the F0 curve (in the time x frequency
plan), since in French:
- F0 values are significantly higher on stressed syllables (lexical accent) than on

unstressed syllables,
- last syllables in some syntagms correspond with prominent local maxima on the F0

curve (cf. the notion of'continuation majeure'in Rossi, 1981).
Peaks are determined on the smoothest curve (natural cubic spline) resulting from

interpolating selected F0 values: one per vocalic nucleus. With respect to syñtagm-
boundary and stress detection, ¡esults are best when the selected values are located in the
centre parts of voc,alic nuclei; which is in keeping with the observation that microprosody
effects are reduced on voìilels.

Vocalic nuclei are identified thanks to a speaker-independent algorithm (NovocA)
(Fohr, 1989); decision criteria a¡e based on a coarse analysis of the spectral distribution of
enefgy.

Study of rhythm variations
Our.goal was to detect rþthm variations that contribute to the marking of prosodic group
endings and the expression of stress. In French, stressed syllables and lást syllables iñ
most syntagms (Di Cristo, l98l) are significantly lengthened.

Since present acoustic-phonetic decoders cannot reliably segment speech into syllables,
we used vocalic nucleus duration as a basic unit for the study of rhythm, although vowel
duration is greatly influenced by the nature of the vowel and by its phonetic coitext (1).
Our choice is a compromise between practical considerations (i.e. the limits of present
acoustic-phonetic decoders) and the constraint (cf. assumption 3 in the prèvious
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(2) We designate by "speech fragment" âny sequence of speech sounds bounded by two successive pauses

(i.e. silences of 250 ms or more). For any given speech fragment, the MvD is the median value in the set

constituted by the durations of all vocalic nuclei included in this speech fragment.

paragraph) that prosody should be used as an independent information source; thanks to
ihe iccúracy of ÑOVOCA (with respect to vocalic nucleus detection and bounding), this
conshaint is not infringed.

In order to determine significant vocalic nucleus lengthenings, we compare each
vocalic nucleus in a speech fiagment with the Mean Vocalic Duration (MVD) calculated
over this speech fragment (2). If the length of a vocalic nucleus is superior to 1.5 x the
MVD, we ðonsider that it has undergone a significant lengthening.

PRESENTATION AND DISCUSSION OF RESULTS
Speech corpora
We have tesied our algorithms on three multi-speakers speech corpora recorded in three
different speech production pragmatic environments:
- corpusiABISE: readingof ashorttextinasound-proof room(l2malespeakers);
- cotþus CMB: 5 male spèakers in a quiet room were asked to say rapidly short sentences

from memory (short-term memory);
- corpus MEfEO: simulated human-computer oral dialogues (on-weather-forecast).in a

reaiistic environment: each speaker (10 male speakers on the whole) interacted with a

real microcomputer to which he could also'talk'spontaneously.

Results
Results are summarized in the following table.

Table 1. Automatic detection of macroprosodic cues (i.e. F0 peaks and vocalic nucleus
tengthenings) for lexical segmentation - Three speech production-situations are
coisidered: reading,, 'aloud recollection' of sentences, quasi-spontaneous dialogue.

nb. synîagms: number of porcnfial syntagmatic marks ('continuations majeures').
conèct @0): detected F0 peala coÛesponding to syntagm endings.
Iexicat (F0): detected F0 peaks corresponding to word endings (insi4e syntagms).
errors (F0): detected F0 peaks located on first or intermediûte syllables in word¡.
correci ¡D¡: detected vocalic nucleus lenghtenings associated wilh syntagm en¿ings'
enors (b): detected voc. nucl. Iengthenings on first or intermediate syllables ín words.

Percmtages are calculated in reþrence to:
- the nimber of potential marks (first column), for the second andfifth columns;^
- the number õicorrect lexícal detections (sptdgm+word mnrks), for columns 3, 4, 6.

Discussion
Results in table 1 indicate that our algorithms are capable of detecting 4 out of 5 syntagm
boundaries, thanks to the analysis of F0 variations only. Errors (i.e. erroneous word-
boundary detection) are due to:
- optioiral secondary lexical accents in polysyllabic-words-with 3 or more syllables.,

- and expressive/emphatic effects, whièh take the form of lexical accents but are located
on firsfor intermediate syllables in words (Aouizerat and Lonchamp, 1991).
Since error rates are inferior or equal to lÙVo in the three conditions, word-boundary

marks obtained from the analysis of F0 macrovariations may contribute efficiently to the
validation of lexical hypothèses generated from other information sources in speech
recognition systems. Butbetter detection rates are needed, in order to ensure the success of

METEO

CMB
LABISE
Comus

fi282\
fl59)
(479)

nb. svntasms

83Vo

88Vo

78Vo

conect (F0)

267o

7Vo

19Vo

lexical G0)

l07o

8Vo

9Vo

enors (F0)

257o

3O7o

19Vo

conect (D)

t8%
I2Vo

64o

errors (D)
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attempts aiming at improving lexical identification thanks to the generation of word-
boundary hypotheses from melodic cues.

Besides, syntagm-boundary detection is unreliable, especially regarding spontaneous
speech and reading (cf. column 3 in table 1). Then, results from our algorithm should not
be used at the syntactic level: their cont¡ibution might drastically reduce the accuracy and
efficiency of syntactic analysis.

Results from the study of rhythm are rather disappointing. Error rates are high,
especially for spontaneous speech. Moreover, relatively few syntagm boundaries are
correctly detected: 1 out of 5 for reading, and 1 out of 4 for spontaneous speech. Besides,
accuracy greatly varies from one pragmatic situation to another; differences between
reading and spontaneous speech are particularly marked. Which suggests that, in French,
intonation conveys more linguistic information than rhythm, and that rhythm is more
influenced (than intonation) by other factors, such as pragmatic constraints on speech
production.

Therefore, information supplied by
involved in the interpretation of French
Further studies are necessary, in order to
speech interpretation.

the automatic analysis of rhythm cannot be
spoken utterances, at least for the time being.
determine the exact contribution of rhythm to

CONCLUSION
The empirical study on French prosody that we have presented here points to the following
conclusions. First, pitch analysis appears as a useful source of info¡mation for validating
lexical segmentation hypotheses generated by word recognizers that operate on continuous
speech, which confirms conclusions from previous studies. Secondly, the contribution of
rhythm to lexical segmentation (more generally, to speech interpretation) is not clear, and
requires fu rther investigation.

Moreover, our results suggest two research directions that we are currently
investigating:
- the definition and testing of criteria for assessing the reliability of prosodic analysis

results, with a view to selecting the most robust cues for the generation of word-
boundary predictions;

- the refinement of pitch and rhythm analysis, in order to improve syntagm-boundary
detection; which implies the interpretation of F0 evolution and syllabic duration
variations in terms of macroprosodic groups and pattems.
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Perception of low-anchoring versus hÍgh-anchoring of
Dutch accent-lending pitch rises

Johanneke Caspers & Vincent J. van Heuven
Holland Institute of LinguisticsÆhonetics Laboratory, læiden University
PO box 9515,2300 RA Læiden, The Netherlands

ABSTRACT
A perception experiment was conducted to evaluøte the hypothesis, derived from
earlier production data, that the onset of the Dutch accent-lending pitch rise ('I') ís

attached to the syllable onset. The accent-lending rise, either anchored with iß onset
('low-anchor') to the syllable onset, or with its peak ('high-anchor') at 50 ms after
the vowel onset, was presented to listeners in a discrimination and a preference test.
Results reveal that, counter to what the relevant líterature suggests, there is a
preference for the low-anchor, increasing with the magnitudc of the shift between the

two types oî rise.

INTRODUCTION
In the Dutch Intonation Grammar ('t Hart et al. 1990), the peak of the søndard
accent-lending pitch rise is fixed at 50 ms after the vowel onset. This is in concur-
rence with what is generally assumed in the phonological school of intonation
(Pierrehumbert, 1980; Gussenhoven, 1988): in a rising tonal accent, the pirch peak is
called the 'target' and is associated with the accented syllable ('H*'). It seems

reasonable to assume that this H-target is anchored in the segmental sfucture.
Furthermore, it seems plausible that this important prosodic event coincides with the

most salient part of the syllable, i.e. the CV inærface (Ohala and Kawasaki, 1984). In
production data, however (Caspers and Van Heuven 1992, 1993), we found that the
onset of the Dutch accent-lending pitch rise ('l') is relatively fixed with respect to
the onset of the syllable, whereas the dist¿nce between the peak of the rise and the
vowel onset varies considerably under time pressure. We concluded that the onset of
the Dutch accent-lending pitch rise is attached to the syllable onset.

We compæed our anchor point for the onset of the rise ('low-anchor') with the
anchor point used in the Durch Intonation Grammar: synchronization of the offset of
the rise at 50 ms after the vowel onset ('high-anchor'). A discrimination and a

preference test were carried oul Assuming that mimicking actual speech production
behaviour yields a perceptually adequate alignment of pitch movements, we predict
that listeners will prefer our 'low-anchor' over a'high-anchor' for the Dutch accent-
lending pitch rise ('l'), in those cases where a difference can be perceived between
both types of rise.

METHOD
Stylized pirch contours from the mentioned production experiment were used as basic
material. Eight utærances were selected, containing either isolated accent lending
pitch rises ('1'), or so called 'flat hat' intonation contours ('1ØA', i.e. an accent
lending pirch rise, followed by an accent lending pitch fall in the second syllable
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after the syllable containing the rise). The accent lending rise was positioned on four
different (CVC) ørget syllables. Target syllables started either with a relatively short
consonant (lrr[) or a longer consonant (/p/), followed by a low vowel and an /n/ (ie.
/mo.nl, lma:nl, lpg,nl and /pa:n/). The duration of the accent lendìng rise varied with
contour typ Q20 ms for the isolated rise and 190 ms for the rise in a flat hat). The
accent lending rise in each utterance was (i) attached with its onset to the syllable
onset ('low-anchor'), and (ii) with its end at 50 ms after rhe vowel onset ('high-
anchor'). After manipulation, the utterances we¡e resynthesized to waveforms, using
straighdorward LPC resynthesis.

A stimulus consisted of a pair of utterances, sepaûlted by a 200 ms silent
interval, only differing in alignment of the accent lending rise. All possible com-
binations of low-anchored and high-anchored versions of the accent lending rise were
made (i.e. loflhigh, higffiow, lowÂow and higffigh), resulting in 32 stimuli for the
discrimination test, 16 'different' and 16 'same'. For the preference test, th€ 16
different pairs of utterances were used.

Twenty-ñve naive and 25 experienced üsteners (intonologists) participated in the
experiment.

Listeners were seated in a sound-isolated booth and listened to the stimuli over
good quality headphones. The listener's task was to listen to each of the 32 stimuli
and to indicate whether he or she perceived a difference between both utterances or
not (discrimination test). In the preference test, listeners indicated for each of the 16
stimuli which of the two utterances they preferred. An ordered list of stimuli was
presented online to the subjects (12 h}lz, 12 bits, 4.5 kHz LP, 96 dB/oct). They had
to press keys to make a pair of utterances audible, and to mark their judgements.
Within one trial, subjects could listen to each stimulus as often as they felt necessary.

RESULTS
Overall discrimination and preference responses
In table I the overall discrimination and preference responses are presented.

Table 1. Discrimination responses (absolute and relative frequcncy of'different' and
'same' responses) for dífferent and same stimuli (correct responses in shad¿d cells),
and preference responses (absolute and relative frequency of'pro low-anchor' and
'pro high-anchor' responses ).

total

s¿rme

different

stimulus

624 (3980)

137 (t'tEo)

487 (6t%)

discrimination responses

different | ,u-"

976 (6t7o)

663 (837o)

3t3 (3970) 520 (65Vo)

preference responses
I

pro low-anchor I pro high-anchor

279 (35Vo)

On average, 727o of the utterance pairs were discriminated correctly (shaded
cells), and in 65Vo of all cases the low-anchored rise was preferred to the high-
anchored rise. A binomial test showed both frequency distributions to be different
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from chance (z= 53,08, p<<.001 and z= 8.49, p<<.001). These results indicate that
listeners are able to hear the difference between th€ two ways of timing the accent-
lending pirch rise, and that a preference exists for the alignment of the onset of the
rise with the syllable onset Qow-anchor) to an alignment of the end of the rise at 50
ms after the vowel onset (high-anchor).

The experienced listeners discriminated different stimuli betær than naive
listeners QO vs 52Vo colrect responses, 2¿2 = n.97, df = 1, p<<.001). For the class of
same stimuli, no effect of experience is found (84 vs 807a correct responses, 12 =
1.49, df = l, ins.). As opposed to the discrimination data, there is no association
between experience and the preference responses (?('z = 0.88, df = 1, ins.). Both
groups of listeners prefer the low alignment of the rise n ca.657o of the cases.

Post hoc analysis: effect of rshift size'
The shift in alignment between the low-anchored and high-anchored rises relative to
the segmental süucture, is influenced by the duration of the rise and the duration of
the initial consonant, and has a magnitude of 40, 60, 70, 80 or 100 ms. In a post hoc

analysis, the effect of the magnitude of this 'shift size' on the discrimination and

preference responses was examined directly. We hypothesized that larger shift sizes

will be easier ûo perceivq and therefore will produce clearer preferences than smaller
shifts, The results are presented in figure la and b.

responses Vo pro low-anchor responsesVo d.ifferent

80

60

,lll

40 60 70 ao 10()
shift size (rns)

40 60 70 ao 100
shift size (rns)

Figure 1. Percentage of 'differenf (a) and 'pro low-anchot' (b) responses to díf-

ferent stimuli, broken down by shift size ín ms.

It is clear from figure la, that discrimination improves with the shift size: the
larger the shift, the more correct responses are given, The effect of shift size is
significant (I'1= 87.t0, df = 4, p<<.001). A comparable effect of shift size is found
for the preference responses 0J = 25.1.6, df = 4, p<<.001). This means that the
preference for the low-anchor grows with the shift size, as expected.

CONCLUSION AND DISCUSSION
We found that n 657o of the cases, the low-anchor was prefened to the high-anchor,
which largely confirms our hypothesis. There was no effect of dre experience of the
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listener on the preference responses, which means that to experienced as well as
naive listeners an anchoring of the onset of the rise is more accept¿ble than an
anchoring of the offset of the rise. The magnitude of the shift between low-anchored
and high-anchored rises affects the preference responses considerably: the larger the
difference in timing, the stonger the preference for the low-anchored version of the
rise is, resulting in over 80Vo pto high-anchor judgements for the largest shift size
(100 ms). The results of this perception experiment lend more credibility to our claim
that the onset of the Dutch accent-lending pitch rise is att¿ched to the syllable onset
rather than with its offset to the vowel onset.

It is possible that a connection exists between the preference for a low-anchored
rise and the P-centre phenomenon þsychological moment of occurence of a
syllable). The location of the perceptual cenre is strongly correlated with the
duration of the initial consonant(s) @ompino-Marschall, 1990). Further research into
the relationship between P-centres and timing of pitch movements is required.
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1 For a detailed description of rhe SYNPHOMCS sysæm see Herweg (1992) and Schopp (1993).
2 Evidence for tlrc relevance of such a direct relationship between semantic and prosodic sruch¡re is shown

by means of examples of focus¡background sructuring in Gfinther et al. (1993).

ABSTRACT
This paper presents a cognítive approach to prosodic planning in a language generation
system. The macro- and microprosodíc planning component is part of ø computational
modelíng of tnain processing stages of the hmtan language production process. The
architecure of the system which ß motivated by appropríate psycholinguistic ittsights, and
some representationd formats oî prosodic knowledge are íntroduced.

INTRODUCTION
This paper is concemed with the phonological and phonetic planning component of the
SYNPHONICS (Sfntactic and PhoÃological Realization of lncrementally Generated
Qonceptual ttructures) Formulator, and in particular with the representation of
phonological and phonetic knowledge. The SYNPHOMCS approach !o the computational
modeling of natural language production takes into consideration results from
psycholinguistic research about the tiÍie course of the human language production process
as well as recent developments in theoretical linguistics and phonetics conceming the
representation of syntactic, phonological, and phonetic knowledge. The crucial point of
linguistic investigation lies in the analysis and modeling of the syntactic and prosodic
realization of different information structures (e.g, focus-background stnrcture) in
accordance with conceptual and contextual variations. The SYNPHOMCS Formulator is
the central part of the SYNPHONICS Systeml, which is at prcsent in a conceptual stage
and will comprise the whole generative processing of utterances from pre-linguistic
conceptual stn¡ctr¡res over complex semantic/syntactic/phonological structures onto
acoustic parameter sets for controlling a speech synthesizer.

In our approach, language production is seen as an incremental process (Levelt 1989)
which combines parallel and serial pnrcessing. Therefore, the planning processes must be
hold local and must act over incomplete structures (e.g. there will be no preplanning of
metrical trees or of complete intonation contours over whole utterances), This assumption
about processing properties adheres to a special relational account of linguistic structures.
In this account we assume that semantic, syntactic, and phonological information can be
linked to each other, building a complex sign with inherent constraints. In abandoning a
strictly functional dependency ofphonological structure on syntactic structure we assume a
direct inter¡elationship between semantic and phonological structure2. Such a view directly
influences the organization of the prosodic planning processes and also the structure of the
processing units (increments). In the next section, the architecture of the phonological and
phonetic encoder within the SYNPHOMCS Formulator will be described.
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THE MODEL OF THE PHONOLOGICAL AND PHONETIC ENCODER
The archiæcture model of the phonological and phonetic encoder (Figure 1) with its
processing steps of phonological, phonetic-articulatory, and acoustic encoding shows a
clear separation of declarative knowledge components from procedural control
components. This is due to the inægration of a decla¡ative grarilnar component (a variant
of a HPSG (Pollard&Sag 1992) for German) in a procedural control structure. The

(e.9., a

Figure 1. The a¡chitecture and phonetic encoder.

Within the SYNPHONICS Formulator, we will represent phonological and phonetic
information according to the event-based paradigm (Bird&Klein 1989). But the type of
events and their properties will be separated into phonological and phonetic ones,
reflecting the peculiarities of phonological and phonetic processes. During phonological
encoding, we use a type hierarchy based on autosegmental phonology, whereas during
phonetic encoding, we prefer a type hierarchy and property assortrnent that takes its
bearings from articulatory processes (Browman and Goldstein 1989). A separation of
phonological and phonetic encoding p(rcesses with adjusted structures increases the
modularity of speech production models and applies to the research topic of current
language generation investigation: Each decision or evaluation has to be carried out on its
hereditary processing stage.

T\e SYNPHON Flood Gate forms the interface from semantic and syntactic to
phonological planning. This module ensures the incremental subsequent treatrnent of
already semantic and syntactic specified utterance fragments. The Flood Gcre selects
stn¡cture units which meet the inherent needs ofphonological processes. According to
psycholinguistic investigations (-evelt 1989), phonological phrases or accent ùmains
(Gussenhoven 1983, Ladd 1983) - a semantic pendant to the well known syntactically
deñned phonological phrase - are conceivable ûo be such incremental units.

The Lexeme Selector selects the corresponding lexemes from the lexicon by
dereferencing the lexeme pointer (an abstract address determined during lemma selection)
and using syntactic agrcement information as well as case information. Only this second

Á¡dqrhory
dffi
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lexicon access (after lemma selection) makes available the concrete word fonn information
(Levelt L992t). ln the Lexeme Lexicon, morphological, metrical and. segmental
iìformation are stored. This information is specified during lexical-phonological speUout
processes. Figure 2 shows a prcsodic specifîed lexical entry of the proper name ll¿¿s in
?ur ¡¡pSC-tité style (semandc, syntactical, morphological, and conc¡ete subsegmental
event infoÍnation is omitæd).

mffil
sro:

m:

Figure 2. A prosodic lexeme entry,of the proper name Flcns.

prominent one within an andcarry ahigh accenttone.

MEIR:

WL
PL:

ACCBNT:

+
+
+

+
+
+
+
+

ACCBI,fT: +

Figure Rule.

3 Tlre psychological rcålity of an absFact prosodic sEuch¡re reprosontation during senænce production was
recendy demonsrabd by Ferreira (1Ð3).

+

The next processing stage is the Pltanetic Interpreter, which forms our inþrface between
phonology and phonetics and deduces a phonetic-articulatory event sln¡cture_from abstract

inosodiCand segmental information by paying attention to segmental phonetic pararneters.
An inærplay bãween global abstractþ planned prosodic features and segment specific
parametùs iakes place iletemrining the concreþ phonetic events which realize the prosodic
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featu¡es. The standa¡d a¡ticulator hierarchy of Browman and Goldsæjn's proposal (1989)
is expanded by the articulatorjaw, which is necessary in order to plan correctly the co-
articulation effects and formant transitions of vowels, The phonetic interpretation of sub-
and suprasegmental information relies upon a declarative knowledge base, the syllabary
flævelt 1992b). According to psycholinguistic investigations, the eventual increments
which will be handed over from phonological encoding to phonctic interpretation are
metrically structt¡r€d, subsegmentally underspecified syllables or phonological words.
These structures serve as the access code to the appropriate gestural score.4 In order to
model the cognitive language production process, we represent articulatory gesturcs as
well as articulaory scores within our syllabary. Aniculatory plans of syllables are alrready
fully specified temporally and only the syllable environment has to be taken into account.
But in case of assembling an articulatory unit from single gestures an articulatory
constraint satisfaction process must be perforrled. At this point it is possible to implement
a learning process which enlarges the syllabary in the case of frequently appearing
articulatory scores.

The output of the phonetic constraint solver conEols a speech synthesizer, Because of
using an acoustic synthesizer, namely a Klatt-based forrnant synthesizet', a phonetic-
acoustic inærface is required. This module calculates the acoustic control parameters in
accordancÊ lvith the articulato'ry targets on thc different articulato,ry event tiers.
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ABSTRACT
This presentation describes the Prosodic Teaching Model which is an integrated approach to
viewing the prosody of speech and language impaired persons. The Prosodic Teaching
Model consists of two major divisions: prosodic features and prosodic components. The
prosodic features include pitch, loudness, durarion, and pause; the prosodic components
comprise tempo, intonation, stress, and rhythm

BACKGROUND
The purpose of this presentation is to explain the Prosodic Teaching Model, an organizational
framework for teaching prosody and for using prosody to facilitate communication with
speech, language, or hearing impaired persons. As an applied, transdisciplinary model, the
Prosodic Teaching Model is derived from theoretical and research literature, from clinical
experience, and from clinical research. The model is specifically concerned with æachability
issues and attempts to account for both empirical and anecdotal information about the teaching
of English prosody from a variety of fields including articulation, phonology, fluency
disorders, neurogenics, developmental delay, voice problems, child language impairment,
hearing impairment, English as a second language, special education, leaming disabilities,
and music therapy.

In many instances, clinical approaches adopæd for speech and/or language training in each
of the aforementioned areas are fairly parochial and thus important information from other
disciplines or disorders may be inadvertently overlooked. The use of an organized system
that addresses this entire literature, such as the Prosodic Teaching Model, may improve
clinical practice by assisting the clinician in identifying different aspects of prosody that
should be treated and in ordering treatment objectives. The use of such a model to set
priorities and to organize treatment is critical given the lack of empirical data regalding
prosody in the clinical literature. Such an approach encourages morc rigorous research and
questioning of current pedagogical protocols.

DESCRIPTION
The Prosodic Teaching Model advocates a traditional division of prosody into two aleas
which may be particularly helpful in facilitating speech and language training: (1) prosodic
features and (2) prosodic components. Prosodic features, which may be considered the
building blocks for the prosodic components, include pitch, loudness, duration and pause.
Combined, these prosodic features are implemented (realized as) the varying prósodic
components of tempo, intonation, stress and rhythm. For the clinically impaired client to
actualize the linguistic message, he or she must be able to perceive and to produce these
prosodic features. A failurc to marshal one or mole features is a hallmalk of many disordered
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groups.. Indeed, some_might argue that the clustering of specific error types perceptually
distinguishes one disordered group from another and may be diagnosrically'signifìcant.

Prosodic Features
Prosodic features- (pitch, loudness, duration, and pause) are building blocks of the prosodic
compone¡ts and have been described in terms of their percèptual and prôductive
characteristics. Analyses ofboth normal and disordered speakers have consideréd prosodic
features,from descriptive, acoustic, and physiological pèrspectives. Linguistic-models,
especially ofnormal speakers, often take these features as a given. However, in work with
disordered speakers, they must receive prime attention. The inability of many disordered
speakers to perceive or to produce one or more of these features, may bê paramoirnt to failure
to achieve prosodic components. A significant literature exists tliat dêtails aspects of the
prosodic features oitch, loudness, duration, and pause in a variety of disordered groups and
therapeutic protocols specific to each group have been atæmpted.

Clients need not use an "idealized" pattern ofprosodiC features to produce a particular
mealing. If control of "typical" prosodic features is beyond their capabilities,-impaired
speakers may use only one of the several prosodic features usually-used to pro<iuce a
particular prosodic component or they may develop compensatory paiterns to produce the
laryeted prosodic component. Alternaæly, if clienß have,sufficient control of the prosodic
features, clinicians may consider using them to improve other aspects of communication
(e.g., increased duration may be used to improve fluency).

The four prosodic features are described briefly and their categories are listed below:
A. Pitch is the auditory perception primarily associated with the acoustic dimension

of frequency. The categories of pitch are
l. Pitch height (average vocal pirch)
2. Pitch slope and declination (time element involved in increases or

decreases in F9 at the syllable, word, phrase, or sent€nce level. Declination refers to one
type of decreasing pirch slope-+he pitch slope from the onset of an utterance to the end of the
utterance.)

3. Pitch direction (perception of pitch change)
4. Pitch variation (pitch range or pitch width)

B. Loudness is the auditory perception most often associated with the acoustic
dimension of amplitude or inænsity. The categories of loudness are

l Loudness level (magnitude of the excursion from an arbitrary reference
point)

2. Loudness variation (range ofloudness levels)
C. Duration is the auditory perception associated with the acoustic dimension of time.

The categories of duration include
1. Inherent duration (length modifications pertaining to speech sounds)
2. Prosodic duration (changes in length that are not related to differences

among speech sounds but, nevertheless, having communicative value). Changes in prosodic
duration are concemed with the production of tempo, intonation, stress, and rhythm.-

D Pause is the auditory perception primarily associated with silence. The categories
of pause are

1. Intratum pauses (gaps in vocalization that occur within a single speaker's
turn). There are two variations ofintrarurn pauses: (a) lexical and (b) phrasal.

2. Interturn pauses (pauses that occur at the end of a speaker's turn)

Prosodic Components
Prosodic components are the elements that constitute prosody and include tempo, intonation,
stress, and rhythm. The use of these components have linguistic significance. In the
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Prosodic Teaching Model, clinicians must determine how a failure to achieve a prosodic
feature may result in an error in a prosodic component and attempt to augment feature cues or
provide cliênts with altemate strategies. Altemately, if clients possess sufficient control of
their prosodic features, clinicians must determine if they express sufficient and a,ppropriate
meanings using prosodic components. If clients' prosodic components are sufficient and
appropriate, clinicians may conìider using prosodic components to facilitate other_asp€cts of
cômmunication (e.g., changes in stress patterns may be used to promote intelligibility).
Again, clinical resources address these prosodic components, but there is little closs
reFerencing from one disorder to the next. The following briefly describes each of the four
prosodic components.- A. Témpo involves use of timing elements, such as rate of speech, to impart
meaning. The categories of æmpo include

l. Speaking rate (number of syllables produced over a given amount of time)'
Rate changes are accomplished by (a) duration changes, (b) pause, and/or (c) phonemic
changes.

2. Concordance (the movement from one element in an utterance to the next
element). There are two factors that contribute to the quality of concordance: (a) insertion or
elimination of pauses and (b) phonetic blending.

3. Phrasing (speaker's marking of the beginning or the ending of phrases)
B. Intonation is the communicative use of pitch. The categories of intonation are

divided into two major subdivisions.
1. The inæmal organizational level of intonation:

a. Onset (pitch height of the first full syllable in an utterance)
b. Nucleus (most prominent syllable)
c. Terminal contour (final pitch direction of the last syllables)
d. Overall contour (holistic rcpresentation the pitch configuration from

the initiation of the utterance to its end)
2. The external organizational level of intonation:

a. Cohesive devices (stretches of identical or related intonation
pattems that extend across utterance boundaries)

b. Pitch Agreement (degree of concordance or agreement in pitch
height bet',veen the end of one utterance and the beginning of the next).

C. Stress is the use of prominence for pur?oses of communication. The three stress
categories include- l. Lexical stress (patærn of the stressed and unstressed syllables at the word
level). Lexical stress occurs in (a) multisyllabic words, (b) weak/strong forms, and (c) stress
shifting.

2. Phrasal stress (most prominent syllable in a phrase or sentence)
3. Emphatic stress (strong level of prominence)

D. Rhythm is concerned with the use of sequences of stresses and the flow of speech
during communication. The categories of rhythm are

1. Stress sequences (stressed syllables at regularly perceived intervals)
2. Alterations (changes in æmpo, intonation, and/or aniculation)
3. Continuity (the ability to maintain an unintemrpted flow of speech)

SUMMARY
This presentation describes an integraæd approach to organizing information about treating
plosody (i.e., the Prosodic Teaching Model). The analysis of treatment objectives from a
variety of disciplines, from the theoretical literature, and from clinical studies serves as the
basis for the mõdel which attempts to provide clinicians with a firmer grasp of the natute of
communication problems and ways to faciliraæ appropriaæ treatment.
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ABSTRACT
As a step tov'ard the clarification and formulation of the human process of speech
perceptíon through prosodic fearures, perceplual erperiments vlere conducted on the
transmission of accent types as u,ell as on the transmission of v,ord meaning using
s¡,nthetic speech ofJapanese u,ords offour morae, As for the transmission ofu,ord
meoníng, the role of prosotlic features þr v'ord identifrcation v,as found to be largest
for type 1 accenî. This is because the type 7 accent has a falling in the funtlamental
frequency contour at the beginning portíon of the word and, therefore, the prosodíc
features can be utilized before the perception of *'hole segmental feaures. As for the
transmission ofaccent types, several results v,ere obtaíned ímplying the existence of the
process for accent-type identification aside [rom the process for perceiving segmental

.feotures.

INTRODUCTION
Although the segmental features of speech acoustically play the dominant role in the
human þrocess of speech recognition, the prosodic features may also play an important
role. This is bccauie the prosodic fcatures ofspeech are tightly related to thc linguistic
information of an utteranci, such as the word meaning, the syntactic structure, and the
focal condition. With the premise that the knowledge on the human process of speech
perception should be incoiporated in the machine systems for speech recognition to
improve their current performance, we have been conducting several perceptual exper-
imènts to clarify and io formulate the process (Fujisaki, Hirose,.Ohno and Minematsu
1990, Minematiu, Ohno, Hirose and Fujisaki 1992). These experiments, however, were
rest¡icted to the segmental features of speech and did not cover the prosodic features.

From the viewpbint above, as a first step to\¡/ard the cla¡ification and formulation of
the process ofspeèch recognition through prosodic features, we have conducted.percep-
tual-experiments on the trãnsmission of accent types as well as on the hansmission of
word meaning using synthetic speech of 4-mora words of Japanese with their funda-
mcntal frequéncy Coniours manipulated. In this paper, each of both experiments is
separately explaincd followed by the discussion on the results.

WORD ACCENT OFJAPANESE
For an n -mo¡a word of Japanese, (z+1) accent types are possible in the Tokyo dialcct.
These are denoted by "type i" accents (Í=0 to n). Each of type i accents has a rapid
downfall in the fundamental frequency contour respectivcly at the end of ith mo¡a
except for the case of i=0 without aPparent downfall. When uttered in isolation, type r
accent has a fundamental frequency contour similar to that of type 0 accent. For the
current perceptual experiments, isolated uttcrances of 4-mo¡a words were used with
type 4 aòcent èxclude¿i. Utterances of a male speaker we¡e recorded and digitized_with
id kHz sampling frequency and with L2 bit accuracy for the further process. Stimuli for
the perceptuãl experiinents were gencrated by the PARCOR analysis-synthesis method
witli manìpulations on the fundamental frequencies. For thc cure¡t experimer,tts, the
manipulatìons were conducted only on the fundamental frequency contou¡ and no on
other-prosodic parameters, such as the syllable duration and the source power. This is
becauie of the þriority of the fundamental frequency contour in the acoustic manifesta-
tion of the prosodic features of Japanese speech.
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"raion" "akabou"
"omatsuri"
"aimai"
"koumori""naitaa" "monoraru"

"kamakiri" "unmei"
"imomushi" "norimaki"
"mimizuku" "katakori"
"aomori" "toraburu"
"kamisori" "tamanesi"
"kaminari" trn¡.ruutt"

"kaminoke" "nakigoe"

20t

ROLE OF ACCENT TYPES FOR THE IDENTIFICATION OF SPOKEN
WORDS
Method of experiment
As shoryl in tablc 1, utte¡ances of 12 nouns were selected for each of the accent types 0,
1,2 and 3' Following three types of manipulation were conducted on the fundírñentai
frequency_ contours during the process of PARCOR analysis-synthesis:

(Case 1) Keeping constant at 100 Hz,
(Case 2) alternating into othe¡ accent types,
(Case 3) with no modification.

Manipulation for case 2was.perfo_rmed based on the model of ft.¡ndamental frequency
contour qeneration (Fujisaki and Hirose, 1984). Fundamental frequency contours of
alt_ernated_ accent types were generated by the model after shiftinj the õnset and the
offset of the accent command to their typical values. A band elimination of 0.5 kt{z to
3.0 kHz was further performed for all of the synthetic speech samples so that the sub-
jects ofthe perceptual experiment may perceìve a samþle as a whole. The syllable-
based recognition using the segmental îeatures is difficult for the band-eliininated
speech stimuli. These stimuli were presented through headphones with 4 sec inter-
stimulus interval to L0 male subjects of Japanese who weré asked to reproduce the
words orally. The experiments were conducted for the th¡ee cases shown àbove in the
order of 2, L and 3.

0
0
0
1
1
I
2
2
?
3
3
3

to
to
to
to
to
to
to
to
to
to
to
to

Tvoe
I ype
Tvoe
I vDe

^lJpe
JJPE
JJPEl e
MC
Iype
Tvoe
r.vþ

1:
2:
3:
0:
'r'
3:
0:
1:
3:
0:
1:
2;

"naiyou"
'amêrika"
"raihin"
"randamu"

"shinsou"
"hiroõhima"
"nckutai"

"niniin"
"yoliujitsu"

"waFuchin"
"amazont'
"ookami"
"omusubi"
"onisiri"
"muíasaki"
"nokosiri"
"nenry"ou"
"nouriliso"

"unsei"
"enbun"
"vononaka"
"iodoame"
"orisami"
"maõhisai"
"nonbiñ"
"tenkizu"

'lable l. Four-mora u,ords used for the experiment.

Experimental results and considerations
Figures I and2 show the word recognition tate separately for thc three cases. The
recognition rates of Fig. 1 are calculated for each original accent type, while those of
Fig.2 are calculatcd for each accent type after the case 2 alternation. Case 2' indicates
the rates of accent-type recognition. In both figures, the recognition rate of each acccnt
typc has a similar value for case 3 samples without modification in fundamental fre-

tu f/.1
100100

Pao
(r

$eo
F
A¿o
o()
E20

Pao
E
Sto
F
6ooo()
Ë. 20

0 0
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Figure L. llord recognition /ates
summarized separately for each
origínal accent type.

CASEI CASE2 cAsE3 cAsEU

Figure 2. ll/ord recognition rates
summarized separately for each
accent 4,pe after alternation,
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qucnc)'contours. As clcarly indicated in Fig. 1, the largest drop in the recognition rate
ciue tothe accent type alternation is obse¡ved for the words with type 1 accent. In Fig.
2, thc largcst drop is observed when non-type L accent is altered to t)¡pe 1 accent.
These results imply the greater role ofprosodic features for the perception ofwords
with type 1 accent. The recognition rate of accent types has the largest score for the
samplôi with type 1 accent as shown in Fig. 2. This.result may support the above
findings on the ròlc of type 1 accent for the word identification process. The.reason of
thc fiñdings is considcièd to be due to the fact that type L accent has a falling in thc
fundamcntãl frequency contour at the beginning portion of the word and, therefore, the
prosodic fcature.s can be utilizcd before the perception ofwhole segmental features.
Supposing the importancc of the prosodic features for the word recognition is affected
onili by thc location of the downfall in the fundamental frequency contour, the role
should-decreasc in the order of types 2,3 and 0. No result, however, was found support-
ing this hypothesis. This implies the existence of the perceptual mechan-ism -which
mãkes poésìble to recognize thè word only with the acoustic features of the fint half of
the utterance.

PERCEPTION OF WORD ACCENT
Method of experiment
Utterances of 4-mora words of type 3 accent were selectcd for the experiment on the
t¡ansmission of accent types. Three Japanese words "aozora (blue sky)"' "gerlshiro
(atomic reactor)," "kori!ôri (havc had enough and neve¡. do !t agqin)' were selected
iogether with thiee nonsense riords "imeyuro," "nemeira," "ominere'" For each of these

wõrds, synthetic speech samples were prêpared-with accent types 0,.L,-2, 3 and.6 artifi-
cial accent typcô not found in the Tokyo dialect. As shown i-n Fig. 3' the.same
rising/falling þåttem in fundamental freqqeqcy contour was realized at the. boundary of
3rd ind 4th-m'orae fo¡ each sample. The following two types of gating techniques were
then applied to the samples to pioduce stimuli for the-perceptual experiment:.

fC¿isè n) retaining tËe initiai portion ofx msec and replacing the rest by silcnce,
icase B\ addins to case A. reblacins the pofion of first and second morae by silence.

Thèse replácemenís are shown sèhema'íically in Fig. 4. Case B was planncd to investi-
satc the èffect of initial Þart of an uttcrance for the accent-type identification." The word stimuli were presented through hcadphones to the subjects in several ses-
sions for each of f words. Each session includes 10 stimuli, viz., one for each of 10

accent types. The gating duration.t for stimuli in the first session ïas set equal to. the

total duiåtion of th; firðt to the third morae and was increased in 5 msec steps. The
cxperiment was conducted firstly for the stimuli of case A with an inter-stimulus inter-
vai of (r sec, and was then condúcted for those of case B with an inter-stimulus interval
of 2 sec. 'ihe subjects were asked to reproduce the accent types by schematically
drawing them on a ðheet of paper specially prepared. Based on their answers, necessary

duratioñ x was decided for the identification of the accent types.

I 10[Hzl ¿5-. .4d._._..

@:VOWEL 0=100[msêc]

Figure 3. Method for manipuloting the

fundam ental fr equency contours.

d
CASE B

f-:il--l=l
¡ ¡ ¡roec¡

am
l¡-,::r.-:l : replacement by silence

Fisure 4. Schematic illustation for the
"no,os"s of silence rePlacement.

Experimental results and considerations
Thè results are shown in Figs.5 and 6 separately for 3.Iapanesewords and 3.nonsense
words. The ordinate denodés the length 

-of 
4th morae in the gating pcriod. As for the

case B, the accent types are identified-with the shorter length for the words with rising
fundamental frequeiðy contour at the boundary of 3rd anil 4th morae than those with
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fallingfundamental frequency contour. This result indicatcs thc rising is perceived
faste¡ than the falling. As for the case A, the length for accent type idéntification is
shorter for the Japanese words than for the nonsense words, Ifwe õompare the results
of the two cases for the words of accent type 3, the downfall in the fundamental f¡e-
quency contour is shown to be perceived for shorter gating period in case A than in case
B. This fact is found both for the Japanese words and the nonsense words. Assuming
that hurnan may have no inner dictionary for nonsense words, the above fact implies
that an accent dictionary of known accent types exists aside from the ordinal word dic-
tionary with information on part of speech, rneaning and others, and that a process exists
to perccive input spoken wo¡ds as if they are accompanicd by one of the known accent
types. A pointer may exist from each item of the accent dictionary to each itcm of the
inner wo¡d dictionary.

The above hypothesis was also supported by another preliminary experiment where
the spoken word stimuli with original and altemated accent typ€s were presented to the
subjects in isolation and continuously. A larger drop in the rate of word identification
due to the continuous presentation was observed for the stimuli with altemated accent
types than for those with original accent types. Incorrect pointing to the inner word
dictionary may occur in the case of alternated accent types and may largely degrade the
performance ofwo¡d identification based on the segmental features typically in the case
of continuous presentation.
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Figure 5. Duration of 4th mora neces-
Tary for thc idcntification of accent
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"genshiro, " and "korigori. "
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Figure 6. Duration of 4th mora neces-
sary for the identificatíon of accent
types for nonsense u,ords "imeyulo,"
"nemeira, 

tt and "ominere. 
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CONCLUSION
Perceptual experiments were conducted on the role of prosodic features for the identifi-
cation ofspoken words. It was found that the ¡ole is largest for type 1 accent. Several
results were also obtained implying the existence of the process for accent-type identi-
fication. The above experiments, howevcr, \¡/ere restricted to word lcvel information,
Further experiments are necessary to examine the role of prosodic features in the proc-
ess of perceiving higher-order linguistic information, such as syntactic structures.
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ABSTRACT
An account is given of an ongoing research programme developping a general method of
investigation applicable to the intonation systems of different languages. At present, four
languages in panicular are being studied. : French, English, Spanish and Arabic. Four
levels of prosodic representation are distinguished : underlying phonological, surface
phonological, phonetic and acoustic. Each level is required to be interpretable in terms of
the immediately superior and inferior levels. Automatic and semi-automatic procedures
are being developped for this task.

INTRODUCTION
In this paper we present preliminary results of an ongoing research programme
developping a general method of investigation applicable to the intonation systems of
different languages. At present, four languages in particular are being studied. Three of
these are Indo-European languages : French (Romeas l99l; Di Cristo in press; Nicolas
1992 in progress), English (Hirst in press), and Spanish (Alcoba et al. 1993; Murillo &
Alcoba in press; læ Besnerais in progress), while one is a non Indo-European language :

Arabic (Benkirane in press, Najim & Hirst in press; Najim in progress).
These four languages present interesting differences in their prosodic systems. From

a phonological point of view it has been claimed that the intonation systems of English
and French differ in at least two parameters.

Pl. Whereas English accent groups are traditionally held to be organised into left-
headed structures, with initial prominence (Pike 1945, Iassem 1952, Abercrombie
1964), accent groups in French a¡e regularly stn¡ctured the opposite way, into right-
headed structures with final prominence (Wenk & Wiolandl9S2; Hirst & Di Cristo
1984).

P2. A second parameter concerns the tonal sequence usually found on phrase intemal
Tonal Units (=accent groups) in the two languages. It has been argued (ltint & Di Clisto
1984, in press) that while this tonal sequence is most commonly [H L] in unmarked
declarative utte¡ances in English, in similar French utterances it is usualty þ Hl.

There is some evidence (Hirst & Di Cristo in press) that the first of these two
parameters, Pl, might in fact characterise a difference between Germanic and Romance
languages in general. From this point of view a comparison of results obtained on
English and French with those obtained on Spanish provides an interesting conrol ofthis
prediction while the inclusion of a non Indo-European language should make it possible
to see how far such a parameter can be applied to languages from other linguistic phyla.

Levels of representation and description.
At one extreme we may distinguish an abstract level of cognitive representation
(phonological) and at the other the level of observation of physical data (acoustics,
physiology etc.). It has been argued (Hirst 1992) that between these we should
distinguish at least two intermediate levels, the level often ¡eferred to as "phonetic
transcription", which is in fact a level of surface phonology, and the essentially hybrid
level of phonetic representation, where phonetics is taken to constitute the interface
between the cognitive (phonological) and the physical (acoustic) levels.

Each level of description is required to satisfy the Interpretability Constraint : each
level i must be able to be interpreted on both levels i+/ and i-1 when such levels exisl

One of the most general questions we hope to be able to address in this resea¡ch is to
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what extent the prosodic variability which is to be observed between different languages
can be attributed to language specific parameters on each ofthe diffeænt levels.

Phonological representation of intonation patterns
While the exact nature of such a r€prcsentation is of course unknown we assume,as in a
number of recent models, that an intonation pattem can be derived from a phonological
structure to which language speciñc templates associate appropriate onal segments (for
discussion cf Hirst & Di Cristo in press).

Phonetic modelling of F0 curves.
A numberofdifferent techniques have been developped in recent years for automatically
generating fundamental frequency pattems of synthetic speech from symbolic input, læss
research has been devoted to the inverse problem : the automatic coding of fundamental
fuquency patterns by symbolic output. There have been even fewer attémpts to "model"
such pattems where the ouput of the automatic coding is directly usable as input for the
automatic synthesis system. Such an automaúc modelling system (described in more
detail in Hirst & Espesser in press) has recently been developped in our Institute. The
output of the programme MOMEL is a sequence of target points <llz, ms>, which we
claim constitute an appropriate phonetic representation of the F0 curve. These target
points can be used to generate a quadratic spline function giving a very close
approximation to the smooth continuous F0 curve observed on fully sonorant ségments
of speech (Hirst 1980). The residual micromelodic profile can be stored separately and
then added to the quadratic spline to obtain very high quality speech synthesis @i Cristo
& Hißt 1986).

Surface phonological modelting.
The target points obtained from the programme MOMEL are coded symbolically using
the INTSINT nanscription system (Hirst & Di Cristo in press). According to rhis system
(used in half of the chapters in Hirst & Di Cristo (eds) in press), tonal segmenls are
assumed to be of two types : absolute tones[T(op) M(id) B(ottom)], whose phonetic
interpretation is assumed to be independent of the immediately preceding tone; and
relative tones : [H(igher) L(ower) U(pstepped) D(ownstepped) S(ame)] whose phonetic
interpretation is assume to be dependent on that of the immediately preceding tonè.

A number of different options for automatically coding target points are being
investigated. Among these are the use of a threshold for the distinction between absolute
and ¡elative tones; the use of syntagmatic constraints to ensure that only D and U are used
for cases of iterative lowering or raising while T and H or B and L âlways correspond
to peaks or valleys respectively. A further possibility is that of establishing an opiimal
coding of the target points, minimising the difference of va¡iance between the model and
the observed data.

The investigation of the association between the tonal segments and the segmental
transcription raises a number of interesting issues and is at present in a very preliminary
stage. Various models making use of different temporal parameters (word boundaries,
syllable boundaries, vowel onset etc) are being explored.

Phonetic interpretation of surface phonology.
The phonetic interpretation of the symbolic coding of the FrO target points can be obtained
by statistical analysis of the original dataset. Absolute tones are thus modelled as the
mean value of the corresponding target points; relative tones a¡e modelled by linear
regression on the preceding target point, irrespective of its code. (Hirst, Nicolas &
Espesser l99l). It remains to be seen what is the optimal domain for such interpretation.

Universal and language specific characteristics of the symbolic coding and the
phonetic interpretation of such modelling will be investigated for the four languages.
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Figttre I : Uneplainedvarianceforfow rnodels of accent grorys : IzfflRight-læaded
ILHIRH], unrestrictedlrestricted I l-R] for tlvee corpora in Spanish,

- Small corpus pilot study
A small corpus of 20 sentences was recorded for each of the four languages. The F0
curves of the sentences were modelled using MOMEL with manual correction when
necessary. The target-points were then coded as INTSINT symbols. For temporal
alignment of the tonal segments the onset of the stressed vowels was labelled as well as
the word boundaries. It remains to be seen how far such a sparse labelling of the corpus,
together with information conceming the number of syllables, is sufficient to account for
the temporal localisation of the target points in the different languages. In panicular the
way in which these parameters can be related to the læft/Right-headed structu¡es referred
to above is of particular interest.

By way of illustration, the following figure shows the result of ttre procedure applied
to one of the sentences from the Arabic corpus. :

Figure 2 : Observed (circles) ønd predicted values (squares) Íor the Arabic sentence
'Kataba lwaladu alkabiiru risaalatan' (The big boy wrote a letter).The correspondíng
(autonntícally derived) INTSINT coding was I M U T L H D L H B ].

Preliminary results
- Durational characteristics of Spanish

In order to test for evidence whether Spanish accent groups are organised into left-headed
or right headed structures, measurements of syllable duration were made on three corpora
: a list of declarative sentences, a portion of a continuous text and a portion of a
continuous spontaneous monologue. Among the factors tested were position in the word,
snessed/unstressed nature of syllãble, number of syllables in the lefçheaded/right-headed
foot, number of syllables in the left-headed/right-headed restricted foot (where a
"restricted foot" is ássumed not to cross word bounda¡ies, cf the "narrow rhythm unit" of
Jassem 1952, Jassem et al. 1984). Figure I shows the summed unexplained variance for
four models : left-headed,/right headed (LIIßH) unrestricted/restricted ( /-R) accent
groups, In all cases the va¡iance of syllables not included in the relevant foot sFuctures
were added to the unexplained variance of the modelled structure so that the summed
unexplained variances are comparable ac¡oss models , The right-headed foot structure
gave the best fit for each corpus, followed by the restricted right-headed foot-structure
(Alcoba et al. 1992). The model based on the number of syllables in the word (not
illustrated here) gave a worse fit for all three corpora.

+q+u-F
-å-H+eh

!âa
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The automatically derived quadratic spline targets (circles) were coded as the INTSINT
sequence [M U T L H D L H B], The statistical values of each tonal segment were then
calculated on the complete corpus as described above and the predicted values were then
derived (squares).

CONCLUSIONS
We have outlined a general methodology which is at present being developped for the
comparative analysis of the intonation systems of different languages.
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ABSTRACT
The design of an algorithm for referent lracking in a restricted domain is presented The
algorithm allows one to preprocess a text and automatícally tag words as either
contextually 'New' or 'Given'. The procedure involves computatíonal modellíng of
Iexical semantic identity of sense relations as well as information on
inflexionaUderivational morphology and compounding. Referent identity is defined on
head-word representations derived from the text input on the basis of the inflexional
expansion rules contained in a lemmatized lexicon of Swedísh. Information on the
New/Given status ofvnrds can subsequenþ be used in the Fs-generating component
of the text4o-speech system to tígger the assignment of focal vs non-focal word
accents.

INTRODUCTION
A major goal in current research in text-to-speech has involved improving the prosody
component by developing interfaces which extract contextual and syntåctic information
that condition pitch accent-type as well as level of accentual prominence (Hirschberg
1990, Youd and House 1991, Home and Johansson 1991, in press, Home, Filipsson,
Ljungqvist and Lindström 1993, Monaghan 1990). In most commercial text-to-speech
systems, the prosodic component does not have access to higher level syntactic and
semantic information and is therefore able to generate only a very restricæd number of
intonation patterns. In the case of Swedish (Carlson and Granström 1973, Bruce and
Granström 1989), the commonly used method is to assign a focal accent to the last
content word in an intonational phrase. This focal accent påttem leads to the
interpretation of all phrase-final words as 'new' information. It has not been possible to
autometically assign phrase-final content words non-focal accents which are associated
with 'given' information. In order to enable automatic assignment of the proper accent-
type, it is necessary to process the input text with respect to the information status
associated with the 'content' (lexical) words. We have currently been involved in
developing such a linguistic preprocessor which models and tracks morphological and
lexical-semantic coreferential relationships between content words (Horne, Filipsson,
Ljungqvist and Lindström 1993). In what follows, we will describe how the processor
works.

METHODOLOGY
In the modelling of the identity relationships and the development of the coreferent
tracking algorithm, we have been currently exploiting the information contained in a
computerized lexicon of Swedish (Hedelin, Jonsson and Lindblad 1987). The lexicon,
which is lemmatized, contains approximately I16,000 headwords, each one listed with
its part-of-speech specification, inflection code, and phonetic transcription. It also
includes information on the morphological status of derivations and can handle the
analysis of compound-words, either by explicit listing or by algorithmic generation.

A general feature of a lemmatized lexicon is the inherent relationships between the
head-words and their inflected forms. As an example, the word ñnda'to light' can be
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related to its paradigmatic forms: tända (inf.), tänder (pres.), t¿tnde (prct.), t¿int (pasr.
part.), tönd (supine), tändas (inf. passive), etc. This is important in the present
application since the identity relations are defined over the stems or head-words. The
lexical structure has furthermore been amended with domain-specifîc knowledge
describing semantic hierarchies (hyponymy, parlwhole), synonymy relationships as
well as pragmaticalþsituationally Given terms.

In the initial stages of the development of the algorithm, we did not have recourse to
a lexicon (Horne and lohansson 1991, in press) and thus the tracking process was
more limited as regards the number of different kinds of coreference relations that could
be identified. Sæm identification was achieved by means of a morphological truncation
procedure (due to B. Brodda). This process applied each time a word was compared
with each preceding word rvhen deærmining its coreferential status. Morphological
truncation is based on graphic information and searches for identical strings of letters in
two words. If these are found and if the remaining strings in the two words are existing
endings in the language, then the words are classified as coreferential. This method
suffers, however, from the fact that it can only handle non-suppletive paradigms.
Stems of morphs in suppletive paradigms such as falla /þll 'to falVfell' cannot be
found using the fruncation procedure. Analysis of compounds is another problem area
which was not solved using this non-lexical method.

DESIGN OF THE ALGORITHM
In the analysis of an input text, the following steps are currently involved. First, the
lexicon is used to analyse the words and decompose them into morphs (see Figure 1).
As mentioned earlier, the lexicon handles inflexions, derivations, and compound
words. The trealment of compounds is an important feature, since the referent-racking
processes must apply not only to the compound as a whole, but to the component
morphs. This process is complicated in Swedish by the fact that compounds, as in
German, are written as undivided words, without hyphens or spaces between the
component morphemes, e.g. fondbörs 'stock-exchange' consists of the morphemes
fond and åörs. Since the lexicon contains information on the internal structure of
compounds, the tracking procedure can apply to the individual component morphemes.
In Figure 2 canbe seen an example of the decomposition of words into morphs.

After analysing each word in the text into its basic morph(s), the referent tracking
procedure can apply to the text. Each word is then checked for its possible coreference
with any previously mentioned word within an adjustable window. The window used
in the examples in this paper has somewhat arbitrarily been chosen to be 60 words, but
other domains could also be considered, e.g. the paragraph (Hirschberg 1990). The
referent-tracking algorithm consists of four parts, as shown in Figure I (a-d):

The first one tracks and marks words that are situationally/pragmatically 'given',
such as börs 'stock-market', and krona 'crown' in the domain we have studied
(Swedish stock-market). The second stage involves identifying cases of coreference due
to reiteration of root morphs (or stems), as obtained from the initial analysis using the
lexicon. The third part uses 'domain-specific' synonymy relations to identify cases of
coreference. Examples from the stock-market domain are: kurs-nivå'rate' utd aktie-
papper 'share' . The fourth and final stage attempts to track words that are involved in
hierarchical identity relations (hyponymy, parlwhole relationships). In order to do this,
superordinate relations have been modelled using 'is an example of' or 'is a part of'
pointers to establish the relation between pairs of lemmas thus building up a forest of
hierarchical, multi-branch trees. Cases of multiple inheritance, i.e. where a lemma has
more than one parent (e.g. both vardag 'week-day' and arbetsdag 'work-day' are
parents of måndag'Monday') do not pose a problem, since the algorithm searches only
among 'daughters' of the cunently analyzed word, i.e. the tracking in semantic
hierarchies is unidirectional, from the more general anaphor to the more specific
antecedent. Output from the text processing scheme as described above is shown in
Figure 3. Each word is marked as either 'new' (N) or 'given' (G).

2W



210 'Working Papers 41, Dept of Linguistics and Phonetics, Lund, Sweden

DISCUSSION
The algorithm described in the present paper analyses the input text and annotates it
with respect to 'new' and 'given' information, thereby allowing the TTS system to
generate synthetic prosody of considerably improved naturalness as compared to the
default behaviour, as verified by informal listeniûg æsts.The performance of the
processing can, however, be improved by further analysis, such as identification of
syntactic phrase boundaries @ruce, Granström, Gustafson and House 1992) as well as
relative levels of pitch prominence. The lexicon can be exploited at this stage as well in
order to extract information on e.g. word-class designation. Contrastive prominence is
another phenomenon which requires lexico-syntactic information. Thus, an even more
attractive approach is to integrate the linguistic/contextual processing into the text-to-
speech system (Lindström, Ljungqvist, and Gustafson 1993), thereby allowing it to
exchange information with other knowledge sources of the TTS system, such as the
syntactic parser, punctuation ambiguity resolution, treatment of numbers and
abbreviations, etc.

a)

+

:Stockholms'Stockholm's
Stockholm 'Stockholm'

:fondbörs 'stock-exchange'
fond 'stock'
börs

:generalindex

+ +

:slutade
sluta

:på
på

:torsdagen
torsdag

:på
pa

:858.8
858.8+

'closed'
'close (inf.)'
'on'
'on'
'Thursday+def.art'
'Thursday'
'at'
'at'
'858.8'
'858.8'

+

Figure 1. Flow-diagram illustating the different stages of the analysís in the lexical
processor: MORPH-DECOMPOSITION first analyses each word into its content
morphs. In the second stage, the REFERENT-TRACKING algorithmsearches through
a 60-word window for coreþrents.

'exchange'
'general index'
'general'
'index'

general
index

f igure 2. Example of decomposition of words into morphs using the lemmatized
lexicon. Analysed words are preceded by a colon (: ). Under each of these words ß/are
the component rootmorph(s). Notice that for verb-forms, the ffinitive form ß taken
to be the root. An asterisk following a form indicates that there is no corresponding
Iexical entry.
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l2N marginella 23N som 34Gw och
l3N 0.02 24N o¡egelbunden 35G29 läkemedel
l4N procent 25Gs l0 Kursstegringar 36Gw at
l5N j¿imfört 26N i 37N bli
l6Gi ll med 27N AcA 38N bäsra
l7N onsdagens 28Gw och 39Gi 3lbransch
lSGi 3 slutindex 29N Astra
l9N Kursutveckl.30N fïck
20N över 3lci 3 branschindex
2lGh 6 dagen 32N för
22N beteckn¿des 33Gh27kemi

2tl

IN Stockholms
fondbörs2Ge

3N generalindex
slutade
på
torsdagen
på
858.8
en
uppgång
med

4N
5N
6N
7Gi 5
8N
9N

l0N
llN
Figure 3. An emmple of the output frorn the reÍerent-tacking algorithm Words are
mnrked either as N for 'new' or G for 'given'. If a word is marked as G, the output
shows in addition the kind of givenness that is present: Gg stands for pragmøtically
given, Gi, for 'given' due to morpholagical identity. The number direcþ preceding the
word reþrs to the number of the word to which the word is construed as corefereni. Gh
stands for 'given' due to a hierarchical relationship, e.g. word 21, dagen is marked as
Gh since it refers back to word 6, torsdagen. Gs refers to coreference due to
synonymy, e.B. the component stegring 'rise' in the compound word 25 kursstegringar
'rate-increases' ß a synonym to word 10, t4ppgång, thus tiggering a non-focal accent
on the compound Gw sønds for grarltn îttical words that are not eligible to receive focal
accenß.
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The Prediction of Prosodic Timing:
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ABSTRÀCT
Timing is an essenîíal part of prosody, since it contributes to the semantic and
syntactic modulations of speech conveyed by accent and intonation. Theoretical and
empirical considerations suggest thøt temporal organilation takes two main forms.
First, it is a necessary corolløry of accent placement and intonational modification.
Second, it manifusts itself in prolonga.lions, pauses and hesitaîions related to sentence
structure. A set of rules for the second set of temporal modulations is presented. In
contrast to previous work, such rules depend only minimally on syntactic structures
and can be formulated nearly entirely in simple phonological tetms.

Rules for the prediction of the temporal structure of speech are important for the
development of text-to-speech systerns. Furthermore, such rules are of interest to our
understanding of human linguistic functioning, particularly if they capture general
principles of psycholinguistic operation. Previous work in this area has suggested that
syntactic structures derived from psycholinguistic evidence (so-called "performance
structures") could successfully predict the durations of pauses in speech (Gee &
Grosjean, 1983). Specifically, pauses at major syntactic boundaries of this type tend to
be longer than those at minor boundaries. Furthermore, final syllable durations
adjoining such boundaries show similar correlations with syntactic boundary types.
Psycholinguistic processing may thus employ "final syllable+adjoining pause duration"
as a basic prosodic vehicle for marking certain hierarchical structures in speech.

The Monnin-Grosjean Rules
Several sets of rules of this type have been proposed for English, and an adaptation of
these rules has recently been prepared for French (Monnin & Grosjean, in press).
Fundamentally, the Monnin & Grosjean rules proceed as follows:

(1) Nuclei of prosodic constituents a¡e identified from left to right: nouns, verbs and
post-posed adjectives.

(2) Prosodic constituents are createdby grouping wo¡ds around the nucleus. Words
are attached one by one. Special conditions determine whether words are attached to the
righr or the left-lying nucleus.

(3) Word bounda¡ies in the prosodic constituent are indexed to provide a measure of
fhe strength or importance of boundaries between them. Basically, this is a count of the
attachments (nodes) separating two words. However, various adjustments may
intervene to handle special cases.

(4) Higher prosodic constituents are created to form a constituent hierarchy. This
hierarchy is different from traditional syntactic hierarchies, since various "weight"
parameters are taken into consideration, such as number of branching nodes.

(5) Higher prosodic constituents are indexed. The index count between two
constituents is based on the numbe¡ of nodes required to connect the constituents.

(6) Further adjustÍnents may be required, depending on constituent and word length.
(7) Finally, by multiplication with a simple constant, index counts can be translated

into durations of final syllable+pause segments.

A Verification of the Monnin-Grosjean Rules
As a first step, these rules were verified with respect to both the Monnin-Grosjean
corpus and a new corpus. The verification ofthe original corpus permitted us to check
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our understanding of the rules and to examine results in detail. The new corpusl
represents three readings at different speech rates of three sentences by 12 speakers, 6
male, 6 female, 6 Parisian French, 6 mé¡idional French (Toulouse) (7200 phonemes).
The first reading was a practiced reading at normal speech rate, the second was a slow,
deliberate reading, and the third was extra-deliberate (not used). The first sentence is
syntactically and semantically complex, while the other two are quite simple. The
corpus was manually labeled at the subphonemic level. Fo, energy and durations were
measured at l0 ms-intervals.

213

"{((La #(lille)) (s'est #(déguiséô))) ((en #(une #(iolie (petite (fée))))) (espiàgle)))."

Figure I. A perfomance structure lree according to the Monnin & Grosjean rules. A single node
separates <petite> and <fée>, which predicts a short Jínal syllable and adjoining pause for <petile>. By
contras, rtve nodes separaîe <déguisée>> and <en>, which predicts a much largerfinal syllable and pause
duration at this mjor junclure. The #-mark specifies an attachment oî grammatical 1o lexical words.

Results of the application to the Monnin-Grosjean rules were uneven (Table l). V/hile
sentences I and 3 ofthe Caelen-Haumont data showed acceptable predictions in the .7 -
.9 correlation range, sentence 2 showed particularly low predictions. With respect to
Monnin and Grosjean's own data set, predictions for slow productions were found to be
less successful than those for productions at a normal speech rate. This led to the
following considerations :

(1) Monnin & Grosjean analyzed simple sentences that pose few problems of
hierarchical structure. They suggest using general syntactic principles for more
complex structures. (Our prediction for Caelen-Haumont's complex sentence 1 is in
fact based on syntactic theory). However, reference to syntactic theory destroys the
computational simplicity of the algorithm. Are complex structures really required?

(2) The application of the index count is quite complex, In particular, a number of
minor adjustments are required to handle constituents of various lengths. Are all of
these necessary? A¡e all of these adjustments "psycholinguistically real"?

The Keller-Zellner Rules
In view of the considerable existing literature and much experimentation performed on
the two data sets, the following principles were formulated, and an algorithm was
defined. The resulting rules satisfy our criteria of simplicity, respect of psycholinguistic
prínciples, and high predictive capacily for the data sets at hand.

(l) Prosodic constituents are formed on the basis of simple proximal syntax. No
syntactic structures more complex than those applying to a single phrase are required.
This is considered to be "psycholinguistically simple" in the sense that children a¡ound
4-5 years show satisfactory prosodic grouping, an age at which they show an
insufficient command of complex syntactic structures. Prosodic groups can be
identified by the application of steps I and 2 of the Monnin-Grosjean rules.

I Kindly made available to us by Ceneviève Caelen-Haumont, ICP/INPG, Université Stendhal, Grenoble, France.
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(2) Final syllable+pause durations increase in duration as the cons,tituent proceeds.

The íncrease'proceeds from an empirical rninimum to.an empirical maximum. The

initiai hypothêsis calls for equal stêps. Increased durations correspond to a slowing
down, which is a commonly observed phenomenon in speech'- ß\ Rhvthmic alrernance was observed for two locations: post-verbally and in the

-làãi" òí 4-6 word constituents. Rhythmic alternance occurs when one element is

lensthened more than strictly required. As a consequence, the following element must

b" íhot-tened "in order to coñcludè the conslituent in time". concretely, this amounts to

oostulatins an inversíon of durations for the word pair involved in the altemance.
' the reíuldng algorithm is quite simple and is fully reproduced at the.end of this
oaner. Correlationiwittr the Câelen-Haumont and the Monnin-Grosjean data sets ale

i.Ëort"¿ in Table 1. It is found that correlations are quite regular. They never dip below

a lìnear correlation of.7, and generally tend to be found in the .8 range'

Ãn inspection of the evoÍution óf Fo and energy_values at_the end of prosodic

"on.iitu"nit 
postulated here shows some regularities Fo values rise at the end of each

"ónitito"nt, 
óxcept for the sentence-final coñstituent. Energy values fall regularlyat the

end of eacú constituent. This suggests that the temporal stfuctufe characterized here

interacts directly with control over Fo and energy.

Table 1: Linear Correlations Between Predicted and Measured Final
Syllabte+Pause Durations According-to'Two Sets of Rules- Monnin-Grosjean Keller'Zellner

Caelen-Haumont
Data Set

Sentence I
Sentence 2
Sentence 3
Msn
Monnin-
Grosjean
Data Set
Sentence I
Sentence 2
Sentence 3
Sentence 4
Sentence 5
Sentence 6
Sentence 7
Sentgnce 8
Sentence 9
Mean

Normal

Normal

.786

.289

.925

.667

Slow

.845

.829

.751

.808

Slow

.835

.954

.892

.850

.872

.835

.906

.809

.818

.863

.862

.811

.878

.850

.873

.886

.773

.798

.827

.812

.754

.870

.701

.810

Slow

.895

.37s

.808
,693

Slow

.674

.796

.886

.826

. /JO

.711

.841

.585

.808
,763

Normal

Normal

.890

.914

.981

.961

.947

.984

.931

.940

.968

.946

Conclusion
The performance of the new and simplified Keller-Zellner algorithm is encouraging.
Proximal syntax can be used to create prosodic constituents, and final syllable+pause
¿uruiions ian be calculated using a siniple set of rules. Text-to-speech systems could
quite easily use these rules in coñjunctioi with statistically dete_rmined valu.es for non-

final sylla6les (such as those proþosed in O'Shaughnessy, 1984). lt remains that the

data cónsidered here is limited. Oirly few sentences-and sþeakers have been examined,
and only read speech has been considered. Future research will automatize these rules

and wili examinè predictions for larger and more varied data sets.
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The Keller-Zellner Algorithm
(1) Identification, frorn left to right, of the nuclei of the prosodic constituents: nouns, verbs and ftee-

standing adjectives, adverbs and pronouns (such as 'I-a chemise est sale", "c'est bien", "pense à çø").
(2) Creation of the prosodìc conslíluenls by grouping the words around the nucleus. All words to the

left of the nucleus are attached to the rightJying nucleus, except for post-posed adjectives and post-posed
pronouns which are attached to the left-lying nucleus ("la chemise blnnche","donneJai").

(3) Calculation ol predíctíons for fiial syllable+pause durations. Within eâch prosodic constiruent,
durations increase from a minimum to a muimum duration. Initially, the insrease is assumed to occu in
equal steps. (The minimum and maximum are assumed to be 50 ând 350 ms in normal speæh, 50 and
525 ms in slow s¡reech,) The first final syllable in a constituent has a duration ofninimum+step size ms.

(4) Rlrythmic tadeoffs:
1, Posl-verbal îrade-off: When a constituent follows a verb and there are at least two words prior to the
nucleus, the final syllable duration of the first word is lengthened with respect to that of the second word.
@xchange durations for words I and 2.)
2a. Rþthmic altemance: If a constituent is 4 o¡ more words long, and if word 3 is 2 or more syllables
long, word 2 is lengthened with respæt to word 3. @xchange durations for words 2 and 3.)
2b. If rule I has already applied: If a constituent is 4 or more words long, and if word 4 is 2 or more
syllables long, word 3 is lengthened with respect to word 4. (Exchange durations for words 3 md 4.)
3, Single-word constituenrs: Constituenß coniaining a single word show reduced fìnal syllable durations.
(Reduce durations for single word constituents by 50 ms.)

(5) Measure ofrtnal syllable+pause. The measure begins with the vowel of the final syllable and ends
at the end of the pause. It includes whatever intervening consonant may occur, but it excludes the
characteristic optional schwa of French méridional speakers (as in <biologiste>). Excluding the optional
schwa pemitted us to make direct compæisons of data sets from northern and méridional speakers.
Resulting time measures were very similr. For a limited data set, the intervening consonmt was
suppressed. However, resulting durations were found to show greater vâriability than those that included
the consonant. Measures for sentence-final words were only known for a few sentences and were thus set
to 0 in all cæes for statistical purposes.
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Figure 2. The prediction of the Keller-Zeller algorithm (thick line) for Caelen-Haumont's sentence l
(thin lines: 12 speakers at norñal speech rate).
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Perceptual evaluation of rule-generated intonation
contours for German interrogatiYes
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ABSTRACT
This paper presents the resulu of a perceptual experintent that was carried out in order
to evaluate naturalness and adequacy of artificíal, rule-generated intonation contours

for German interrogatives. In previously reporîed experiments, the ratings for artificial
intonation patterns of declaratives were safi$actory while those for ínterrogatives were

not. Thereþre, the present study aimed 4t improving the rules for echo, yeslno, and

wh-questions. The íntegration of several additional feanres contributed to a more
adequate generation of German ínterrogative intonation contours.

INTRODUCTION
In this paper, the results of a perceptual experiment are presented that was carried out
in order to evaluate naturalness and adequacy of artificial, rule-generated intonation

contous for German interrogatives. In previously reporæd perceptual experiments
(Mobius and Pfitzold 1992), the acceptability of rule-generaûed intonation pattems as

well as the adequate modelling of prosodic properties were critically examined by

expert and 'naive' listeners. The results suggesæd that rule-generated Fo contours for
declaratives were nearly as acceptable as close approximations of the original contous,
while the ratings for interrogatives were significantly lower. Furthermore, detailed
judgements conceming the reelization of word accents end sentence mode were
obtained.

The study presented here aimed at improving the rules for three types of inter-
rogative sentences (echo, yes/no, and wh-questions) by extending the speech materials
and by taking into account linguistic factors that were omitted in the previous investi-
gations.

GENERATTNG ro CONTOURS BY RULE
General procedure
The rules that generate an artificial intonation pattem for a given utterance æe based on
the analysis of naturally produced Fo contours by means of the quantitative model
proposed by Fujisaki (1983, 1988). The model aims at a functional representation of the
production of Fo contours by a human speaker and has been successfully adapted to
German (Mobius et al., 1991; Möbius, 1993). Using ananalysis-by-synthesis procedure,

the complex Fo contour of a given utterance can be decomposed into the components
of the model. This is achieved by successively optimizing the parameter values which
leads to a close approximation of the original Fo course. Thus, the model provides a

parametric representation of intonation contours.
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The potential sources of variation of the parameter values were explored using
statistical methods. st¿ndad values were derived on the basis of the statistically signi-
ficant factors. A set of rules was formulated that control the adjusûnent of the
parameters (see Möbius 1993 for details). The rules capture speaker-dependent as well
as linguistic feahnes such as sentence mode, sentence accent, phrase boundary signals,
and word accent, and generatê an artificial intonation pattem for any given target
utterance. The input information needed for generating an F'o contour by rule is the
temporal position of accented syllables. At present, the rules are confined to rather short
isolated utterances containing not more than two prosodic phrases.

Modifications
Taking the results of the previous experiments (Möbius and P¿itzold 1992) us a starting-
point, the major purpose of the study presented here was to improve the rules for
generating intonation contours for interrogative sentences. This was achieved by
extending the speech materials and by integrating prosodic features that were obviously
omitted in the previous investigations. For instance, accentuation and signalling of
interrogative sentence mode superposed and compressed on the utterance-final syllable
was not sufficiently modelled by earlier versions of the rules. Furthermore, their were
no rules for deaccentuation in compounds and in the case of two adjacent accented
syllables. These features are now incorporated into the set of rules.

The speech material under investigation may be characterized as typical 'laboratory'
speech. It covers three types of interrogative sentences, i.e. echo questions, yes/no
questions, and wh-questions. Recordings were made in an anechoic chamber for two
female and two male speakers who read the orthographically presented sentences aloud.

PERCEPTUAL EVALUATION
Method
The aim of the perceptual experiment was to evaluate the acceptability of rule-generated
conûours for German inûerrogatives in comparison with the acceptability of their original
counterparts. More specifically, the subjects were asked ûo judge the melodic and stress
features of the stimuli with respect to 'naturalness' and linguistic 'adequacy,. As an
illustration of the two criteria, the lÍsteners were given the following examples: a)
Speech melody of an utterance may sound natural although sentence mode may not be
clearly or adequately signalled; b) accented syllables may stand out clearly in the course
of the utterarice (linguistically 'adequate') but possibly by means that sound unnatural.
For each of the ¡ilo criteria, the subjects expressed their ratings on a seven-point scale
ranging from -3 to +3. In individual sessions, the sfimuli were presented by headphone
to 19 prosodically 'naive' listeners who were payed for participating in the experiment.

since there are several speaker dependent features that are covered by the rules, one
female and one male 'voice' were used in the experiment. For each speaker, two
versions of each test sentence were presenûed to the listeners, i.e. one version with a
rule-generated intonation contour and one version with the original Fo information as
extracted by a pitch determination algorithm. In order to avoid, as far as possible, any
differences in the sound quality of the stimuli that may affect listeners' judgements of
prosodic properties, both kinds of stimuli were manipulated by means of the psolA
algorithm (Moulines and Charpentier 1990).

2t7
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Results
Not very surprisingly, there is a marked relationship between the ratings for the criteria

'naturalness' and 'adequacy' as expressed by ttre high value of the Pearson product-

moment correlation coefficient (r = 0.81; p < 0.@l). The value of the coefficient of
determination (r' = 0.66) indicates that both variables have a considerable proportion

(667o) of their respective variances in common.

The subjective ratings for 'naturalness' and 'adequacy' of the original and the rule-

generated intonation contours, both for the female and the male voice, are shown in
figures 1 and 2, respectively. The results are given for all utterances irrespective of
sentence mode.

The ratings for the original contours are significantly higher than those for the rule-

generated ones (Fr,r, = 67.6,p < 0.001 for'naturalness'i Ft,u=24.7, p < 0.001 for
'adequacy'). There is an overall difference of about one point on the scale between the

two types of stimuli for both 'nafiralness' and 'adequacy'. In general, the female voice

is rated higher than the male one, but this difference is statistically insignificant, and the

relation between the two types of stimuli is consistent irrespective of speaker.

2.4

2.0

1.ô

1.2

odglnal rulÈgen$st€d

Figure l. Mean ra.tings and 95Vo

confidence intenals for 'naturølness' of
original and rule-generated intonation
contours for the femøle (LF) and the

male voice (TP).

LF TP LF TP

on:ginal rulÈgon€rated

Figure 2. Mean ratíngs and 957o
confidence intervals for 'adequacy' of
original and rule-generated íntonation
contours for the female (LF) and the

male voice (TP).

Discussion
The version of the intonation contor[, i.e. original vs. rule-generated, seems to be the
only factor exerting a significant i¡fluence upon the variance of the 'naturalness' and

'adequacy'judgements. Other potential factors, such as speaker or sentence mode, are

statistically insignificant. The mean ratings for 'naturalness' as well as for 'adequacy'
of the rule-generated contou$ are about one point of the seven-point scale lower than
those for the original contou¡s. This difference tums out to be statistically significant
and consistent for both speaken and the three different interrogative modes.
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Higher ratings for the original contous compared to the rule-generated ones meet
the expectations if the procedure of developping the rules is considered. While it is kue
that the rules generate Fo contours that are, in a qualitative way, representative for
certain speakers or types of speakers, the standardized parameter values gained by
statistical analysis can only be interpreted a¡¡ avemges. They generate 'prototypical' Fo
contou$ that will never be produced by any speaker in exactly the same way. Never-
theless, the rule-generated intonation contours seem to be not much less acceptable than
the respective original ones.

CONCLUSION
The purpose of the study presented here was to improve the rules for generating
intonation contours for interrogative sentences. This was mainly achieved by extending
the speech materials and by providing rules for deaccentuation in compounds and in the
case of two adjacent accented syllables. Furthermore, the combined effect of accentua-
tion and signalling of sentence mode superposed in utterance-final position is now
sufficiently modelled. The results of the perceptual experiment suggest that the integra-
tion of these features contributed to a more adequate generation of Cerman interrogative
rntonanon contours.
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Perceptual Evidence for Separate Processing
of Stress Pattern and Phonemic String

Valérie Pasdeloup, José Morais and Régine
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Kolinsky
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ABSTRACT
In order to determine if lexícal stress pattern and phonemic striny are represented
separately at some level of processinï, a tarSet word recognilion task was used under
dichotic listening presentation. Two stimuli were presented simultaneously, one to
one eor and one to the other ear. The stimuli are constructed in such a way that, if
lísteners combine the phonemic string from the stimulus presented to one ear with
the stress pattern from the stimulus presented to the other ear, they experience the
illusory perception of a word which corresponds to the prespecified target. The
results suggest thet stress pattern and segmental string can be represented separately
at leøst at a prelexical level.

INTRODUCTION
In nonlinear phonological theories (metrical and autosegmental),

suprasegmentals are independent of the segmental strings to which they are
associated. In the present experiment, we investigated whether in Portuguese, a

lexical-stress language, the stress pattern and the phonemic string are represented
separately at some processing level. We used a target detection task under dichotic
listening presentation (two different stimuli are presented simultaneously, one to
one ear and one to the other ear). We hypothezed that stress pattern can be
analyzed separately of phonemic string. We predicted that an illusory word could be
obtained by combining the phonemic string from the stimulus presented to one ear
with the stress pattern from the stimulus presented simultaneously to the other ear.
In Portuguese, stress syllables have a full vowel, a longer duration, and a stronger
inænsity while most unstressed syllables have a reduced vowel, a shorter duration,
and a weaker intensity. Still, in formal register or when intrinsically heavy, vowels
may not be reduced when unstressed. Since we wanted stress contrasts to be
expressed only in the prosodic dimension, we chose a set of items whose vowels are
not reduced when unstressed-

EXPERIMENT
The purpose of this perceptual experiment is to establish if subjects can

experience in a dichotic lisæning situation the illusion of hearing a word, although its
phonemic information is given to one ear and its lexical stress information to the
other ear. Let us take the Portuguese word MINgua (upper case will be used to
represent a stressed syllable). It shares the phonemic constituents (but not the
stress pattern) with the word minGUa presented to one ear, and the stress pattern
(but not the phonemic string) with the word Vlcio presenled to the other ear. If,
when presented with the dichotic pair minGUa-Vlcio (called experimental (E) triaD,
subjects experience sometimes the illusion of hearing the target MINgua, it could
support the hypothesis that phonemic string and stress pattern are processed
separately and recombined erroneously.
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Of course, not all false detections (FDs) of the target MINgua observed in this
E trial could safely be attributed to such a false recombination. The listener could
interpret incorrectly the stress of minGUa, which shared the segmental string with
the target MINgua. Consequently, we designed a control (C) trial where none of the
items presented dichotically has the stress pattern of the target: the target word
MINgua shares the phonemic constituents with the word minGUa presented to one
ear (as in the E trial), but does not share the stress pattern with the word viCfo
presented to the other ear. In order to establish the occurrence of false
recombinations, FDs of the target MINgua in E trials should be higher than Fds of
this target in C trials. In addition to the E and C trials described above which are
target-absent trials, two target-present trials were designed. E and C trials obeyed
the same rule in both target-absent and target-present situations (cf. Table l).

Table 1. Set of trials for the target word MINgua
Experimental trial Control trial

Target-absent minGUa - Vlcio minGUa - viClo
Target-present MINgua - Vlcio MINgua - viClo

Method
Materíals, We chose bi- and trisyllabic stress-pairs which differ only in the

position of lexical stress, on the first or second syllable. Four groups of stimuli were
built, each containing four word targets, presented with their corresponding set of
stimuli. The four groups are defined as follows: (1) pairs of trisyllabic word stimuli
which do not share any phoneme (as in Vlcio-minGUa), (2) pairs of bisyllabic word
stimuli which share the second syllable (as in CANS¿¡q-PENSê@, (3) pairs of
trisyllabic pseudoword stimuli which do not share any phoneme (as in siRlo-
VINgua), (4) pairs of bisyllabic pseudoword stimuli which share the second vowel
(as in FUNçang-VENgÂld. The pairs of stimuli sharing phoneme are called stimuli S
and those which do not share any phoneme NS. Sixteen stress-pairs consisting of
words (W), pseudowords (PW), or both W and PW were selected in order to build
the trials for these four groups. W and PW were recorded by a native male speaker
of Portugal. In order to synchronize, for each pair, the dichotic stimuli onset and
offset, we used a speech compression algorithm (from Digidesign's Sound Tool II).
Synchronization was made on the basis of the average duration of dichotic stimuli.

Subjects. Fourteen native speakers of Portugal from University of Lisbon took
part in the experiment.

Procedure. Subjects were tested individually and heard the dichotic stimuli over
headphones. They were instructed to listen carefully to each pair and to respond if
the target word written in a booklet has been presented or not. They heard a pair of
stimuli every 3 seconds. Half of sublects received the W stimuli trials in a first
session and the PW stimuli trials in a second one; the other half received them in the
reverse order. Each target-absent trial corresponding to one target word was
presented six times and each target-present trial two times. Trials were presented
in a pseudo-random way. Each session was preceded by a training phase of 16 trials.
Items of each type of pair were counterbalanced for ear assignment.

RESULTS
Results for target-absent trials (see Table 2)

In order to evaluate the false recombination of stress pattern and segmental
string, an illusion rate was calculated by dividing the number of Fds on E trials by
the total sum of Fds on E and C trials. A rate superior to 0.5 signals the occurence
of false recombination. The mean percentage of Fds is higher in the E than in the C

22t
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trial. Thus, subjects more often get the illusion of hearing the target word when it
shares its stress pattern with one of the stimulus of the pair than when it does not.
The illusion rate is higher than 0.5 in all groups, except for the group ofW NS stimuli
which share no phoneme. Moreover, it seems that sharing phonemic units strongly
favours the recombination phenomenon within the groups of W stimuli, whereas no
such effect is apparent for the groups of PW stimuli.

Variance analyses (Trial tE vs. Cl X Group of stimuli) by subjects and by target
word were conducted. The analyses revealed highly significant effects of Trial þ <
.0005) and Group (p < .0005 and p < .025, respectively). The interaction is also
significant (p < .0005 andp < .01, respectively). Trial is not significant for the W NS
stimuli, but is highly significant for the W S stimuli sharing the second syllable (p <
.0005 and p < .ü)05, respectively). Trial is significant for both groups of PW stimuli,
but only in by-subjects (p . .01 and p < .005, for NS and S, respectively). The
suggestions that can be drawn are the following: first, stress påttern and segmental
string can recombine erroneously, and second, this recombination may depend on
both lexicality of the stimuli and the fact that they share or not phonemic units.

Table 2. Percentages offalse detections and illusion rates for tarSet-absent trials

Stimuli
Word NS
rüord S
Pseudoword NS
Pseudoword S

Mean

Experimental trial
25.17o
54.2/o
30.17o
57.4Vo

41.77o

Control trial
23.2Vo

25.9Vo
2t.4%
4ß.2Vo

28.4Vo

Illusion rate
0.5r9
0.677
0.584
0.571
0.595

Results for târget-present trials (see Table 3)
Subjecæ coffectly deæct the target word when it is present in the trial. The rate

of correct detections is slightly higher in the E trial, especially in the groups of PW
stimuli. In these trials, the distractor (i. e., the stimulus paired with the tårget)
shares the stress pattern with the target, whereas it does not in the C trials. Thus,
the detection of the target word was presumably facilitated when it was paired with
a stimulus that carried the s¿me stress pattern. These results could be interpreted
as a "stress sharing advantage"; the so-called "feature sharing advantage"
describes a similar effect with segmental features such as place and voicing. The
variance analyses revealed that Trial is significant by-target (p < .05), and reaches
only the 0.065 level of significance by-subjects (p = .065). Group is highly significant
(p < .0ffi5 and p < .001, respectively). The inæraction is not significant.

Table 3. Percentages of coÛect detections for túrget-present trials

Stimuli
Word NS
Word S

Pseudoword NS
Pseudoword S
Mean

Experimental trial
92Vo

72.37o
97.3Vo
96.4Vo
89.5Vo

Control rial
92.9Vo

68.87o
89.3Vo

89.3Vo

85Vo

Results of d'scores (see Table 4)
One problem for the interpretation of illusion rates calculaæd only on the basis of

Fds on target-absent trials is that Fds could occur more frequently in E than in C
trials because the stress pattern conesponding to the one of the target can only be
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perceived in E trials. It might have some biasing effect at the response level. It was
important to assess whether false recombinations of stress pattem and segmental
string actually occurred atthe discriminability level. For this reason, we calculated a
further illusion rate on the basis of d' score, from the Signal Detection Theory. d'
score is more reliable than a score based only on Fds, since d' gives a response
bias-free index of discriminability. It depends on both Fds on target-absent trials and
correct detections on target-present trials. An Ed' and a Cd' were calculated.
Illusion rate on d' is calculated by dividing Ed' scores by both Ed' and Cd' scores.
The hypothesis that stress pattern can recombine erroneously with segmental string
predicts a situation of lower discriminability in the E trial than in the C trial (Ed' <
Cd'): an illusion rate on d' < 0.5 signals the occurrence of those recombinations.

The illusion rate is lower than 0.5 only for the W S stimuli sharing the final
syllable. Variance analyses show that Trial is not significant, but Group is highly
significant (p < .0005 and p < .025, respectively). The interaction approaches
significance, both by subject and by târget (p = .OS¿ and p = .07, respectively). Trial
is significant only for W S stimuli (p < .005). Thus, on the basis of d' scores, it
seems that stress pattern can be analyzed separately from segmental string.

Table 4. Illusion rates on d' and standard deviation (in parentheses)

223

Stimuli
Word NS
Word S

Pseudoword NS
Pseudoword S

Mean

Illusion rate on d'
0.490 (0.089)
0.258 (0.189)
0.s42 (0.043)
0.538 (0.088)
0.457

DISCUSSION
The results suggest that, under certain conditions, subjects can experience the

illusion of hearing a word, when the phonemic information is given to one ear and the
lexical st¡ess information to the other ear. Thus, it seems that before target
recognition, in other words at some prelexical level, stress pattern and segmental
string can be represented separately, otherwise they could not recombine
erroneously. This outcome is not inconsistent with the hypothesis postulated by
plurilinear phonological theories that stress pattern and segmental string to which it
is associated form separate representations at the mental lexicon.

Illusion rates calculated on the basis of d' scores are significant in only one case,
namely when the stimuli are words sharing the final syllable. Thus, false
recombinations of stress pattern and segmental string can apparently occur at a
discriminability level, which means that these phonological properties were, at some
time during the recognition process, represented separately. Given the suggestion
that separate representation of segmental string and stress pattern only occurs for
syllable-sharing stimuli, it seems that sepârate representation does not mean
independent processing. Whether stress pattern separates or not from, and
recombines or not with, a segmental string would depend on the relation between
the segmental strings themselves. Separation would not occur, anyway, before the
dichotic stimuli interact with one another. Illusions might be related to constraints at
the recombination stage. Further study of these issues is obviously required.

Acknowledgem¿nfs.' This research was supported by the Programme Cognisciences
(CNRS, France), through a post-doctoral grait accorded to the first author, and by
the Human Frontier Science Program.
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Judgement on quality and diagnostic evaluation
of synthetic prosody
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ABSTRACT
Two originnl methods of evaluation of synthetic prosody høve been developped and
applied to three prosodic rule generators using four French dialogue oriented applications
(plane tickets reservølion, remote inquiry of databases, etc.). Our data show a good
conespondance between the resuhs of two tests. They are both capable of discriminating
between dgorithms according 10 each type of application, Each ¡nethod seem to ftr¿et our
expectations, i.e,, evaluation of quality only vs diagnostic evaluation. The question of
vthat ís to be evaluated must be anrwered beþre determining how to evaluate.

INTRODUCTION
Prosody can be considered an independant module of the speech sytthesis process. As a
consequence, a separate evaluation of both prosodic and segmental rules is needed. For
prosody -and even for the segmental level-, despite the interest of the speech technology
community (see, for instance, Grice et al., l99l), no standard evaluation method seems
to be available yet (Santi, 1992).

The principle according to which the goals of the experiment must determine the
choice of the method, seems to be unequivocal. For instance, if different systems (or
algorithms) are to be compared, a quality test based on satisfaction scores (see, for
instance, Pavlovic et al., 1990) or a pair comparison procedure have to be conducted. On
the other hand, if evaluation is carried out in order to provide information about eventual
defaults of the rules, then a diagnostic evaluation is needed.

Two original methods of evaluation of synthetic French prosody (Test 1: l-ocalisation
of prosodic defaults by underlying misfunctionning sequences, Test 2: Evaluation of
quality based on the satisfaction criterion) have been developped and applied to three
prosodic rule generators using four dialogue oriented applications. These methods and
their main results will be briefly presented here.

METHOD
Speech material
Four representative dialogues corresponding to four applications were considered:
"Route" (Road): delivery of messages about road traffic (no human speaking
intervention); "Camif": shopping orders by telephone (no human speaking intervention);
USNCFU (Train): train ticket reservation (with human speaking intervention); "Avion"
(Plane): plane ticket reservation (with human speaking intewention).

Three prosodic rule generators (also called prosodic "styles") were tested: Multivoc,
Cnetvox-lecture, Cnetvox-dialogue. The segmental continuum (male voice) was
synthesised by a TTS rules system develloped by the French Telecom (CNET at
l,annion, France). Recordings of the user -for the two last applications- were recorded in
Aix-en-Provence by a female speaker in order to avoid possible ambiguity between the
human speaker and the machine.

All dialogues were segmented into pragmatic units called "blocks". All blocks have
semantic, syntactic and pragmatic (interactional) coherence. As a consequence the size of
the block is highly variable (from 8 words to 84 words, from a single sentence to 8
speech turns).
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Example:
block Avion 3
Nlachine:
Hmm:
lvfæhine:
Hmm:

qæl jou desirez-vow pørtir
le cinq avril enfn d'après-midi
le cinq avril væ çelle heure
àNít dedix-sept hewes

The method used in test lrequired a written version of the dialogues. Because of the
close relationship existing between punctuation and prosody (Guar'tella & Santi, 1992),
no punctuation marks were used.

Subjects and hardware
A first group of thirty listeners took part in test I and fifteen others in test 2. They were
all native French students (male and female in equal proportion) and were paid for the
test.

Speech material was presented to listeners by means of headphones (AKG, K24O).
Storage and restitution of audio stimuli was completed with an Intel 38ó/25 PC micro-
computer. The human voice was recorded on a SO\IY Digital Audio Tape. Tests I and 2
were performed individually in a sound-proof chamber.

Test l: Diagnostic procedure of localisation of misfunctionning sequences
Subjects had to listen carefully to each block and to concentrate on the prosody. In a
second hearing they were asked to to underline all eventual sequences theyjudged to be
not or hardly acceptable. Written and oral explanations and a pilot test were proposed to
the subjects before the test. All subjects listened to all blocks in a specific random order
but a single prosodic version was presented to each subject. The duràtion of test I was
about 25 minutes. This method is similar to that used by Hirst et al. (1991)

Test 2: Evaluation of quality based on satisfaction scores
This method is based on methodology proposed by the SAM (Speech Assessment
Methodology) working group on prosody evaluation (Grice & Hirst, 1991). We also
used the SOAP software to pilot the ûest (Howard-Jones et al., 1991).

Listeners had also to listen carefully to each block and to concentrate on prosody.
After each block they were asked to give a satisfaction score based on prosody only (they
were asked not to judge segmentåls). A scaling method \ryas prefered to magnitude
estimation (see Pavlovic et al., 1990). All other elements were similar to test I exept the
fact that subject listened to the three prosdic versions according to the Latin Square
method.The duration of test 2 was about 25 minutes.

RESULTS
Test I
Due to the nature of the data, a manual exploitation of the answers was carried out. For
each block two scoring methods were used: l- Number of underlinings, 2- length of
underlining distance, in mm (see Hirst et al., 1991). Because of the non-homogenous
sizes of the blocks relative values were calculated (percentage ol underlined text -
distance-, or percentage of underlined words).

Two analyses of variance were carried out:
ANOVA l- factors: prosodic style and application, respotìse: number of underlinings.
ANOVA 2- factors: prosdic stfe and application, response: percentage of underlined
texL
For ANOVA I both factors are highly significant (prosodic style: p < .0003; application:
p < .0001) but the interaction is not (p <.1222). For ANOVA 2 both factors and
interaction are significant (prosodic style: p < .0001 ; application: p < .0001; interaction: p
<.0232). The incidence table of ANOVA 2 shows that some prosodic styles seem to be
better adapted to some applications (for instance: Route and CnetvoxJecturQ (table l)
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Ta;ble l. Incidence table of ANOVA 2: inleracliott betuveen "prosody" and "applicaîion"
Íactors (percentage of underlying text is taken inø account),Up: population, low:
WrcentLge.

Totals

¡
t
I

D-cnetvox

L-cnetvox

Multivoc

300
16.04

100
'r 3.33

r00
13.34

r00
21,44

auon

270
'10.64

90
r 2.5

90
7.9

90
1r,53

route

300
14.7

100
12.46

r00
1?.4

r00
19,24

sncf

360
8.66

120
7.65

1?O

9.1 3

120

9,2

camil

123lJ

1?.37

410
11 .?7

410
r 0,68

4',t 0

15,16

Iotals

A significant but weak correlation between the two types of scores (number of
underlinings and percentage of underlined text) does not allow us to consider only one of
these scores. We also noticed that individual variability was important. Listeners used
different individual strategies in underlining. For more detailsconcerning the results of
test I see Santi & GuaìTella (19F2À).

Test 2
Here too two analyses of variance were computed.
ANOVA 3- factors: prosodic style and application, response: scores.
ANOVA 4 factors: prosodic style and application type, response: score,s.

The "application type" factor is a combination of the applications. The applications
Route and Camif where no human intervention by voice is involved were labelled as
manologue. The two others application (Train and Plane) are grouped into the dínlogue
cat€gory.

For ANOVA 3 both factors and interaction are significant (prosodic style: p < .0001;
application: p < .O229; interaction: p <.0164) (Table 2). ANOVA 4 also shows a
signicant effect of both "prosody" and "application type" factors but the interaction is not
significant (p <.4969).

Table 2. Ittcidence lable of ANOVA 3: interacîion between "prosody" and "application"
factors (scores ),Up : population, low : percenrage.

Totals:

âôôl¡ce1¡oñ:

D-Cnetvox

L-Cnetvox

Mult¡voc

135

11.274

45
'I',t.3-56

45
1? 714

45
9.73 3

rollte

180
1 1.039

60
'12.6

60
I t qs

60
8.567

câmif

150
11.467

50
12.8

50
1? 9ã

50
a-64

150
12.14

50
1 3.56

50
12 4

50
r o.46

615
I I .463

205
12-61

205
1? 47A

205
9.302

Totals:

The results of test 2 clearly show that Cnetvox-lecture and Cnetvox-dialogue are
judged betær by listeners than Multivoc. Hierachy between Cnetvoxlecture and Cnetvox-
dialogue is harder to establish but we can notice that Cnetvox-dialogue is prefered for
dialogue applications and Cnetvox-lecture best evaluated for monolog applications. This
result can be explained by the fact that Cnetvox-dialogue takes into account some dialogic
aspects of intonation. On the contrary Cnetvoxlecture is the standard prosodic output of
the TTS system and is based on a "reading" model of intonation.
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DISCUSSION
Results of t€st I are consistent with the results of test 2. While the two methods are quite
different, the results often lead to the same conclusions:
- performance of Cnetvox-lecture and Cnetvox-dialogue are always superior to Multivoc.
- these prosodic stfes are hardly discriminable and are dependent on the application in
which they are used.
- the coherence between the results of test I and test 2 validat€ both methodologies...

In fact, the diagnostic capabilities of test t have been exploited but are not
described here (see Santi &Guar'tella, 1992b). Test I is far more difficult to c¡¡rry out than
test 2 but is not suited to the same goals. If only subjective evaluation in order to
discriminate among different algorithms is needed test 2 is sufficient and more efficient.
However, if diagnostic information about misfunctionnings of the algorithms are of
interest, then test I can be quite useful. No evaluation method can tell directly what to do
but a well chosen methodology may be capable of telling you on what aspects of the
system have to be improved. Concerning methodology itself we claim that the best
method should be that closest to the real situation of communication. Even if in a test
situation the listener cannot be considered as a user but rather as an observer, the
coherence of what he observes is fundamental. As a consequence we mainøin that
isolated sentences or repetitive speech tums (i.e without any pragmatic context nor
semantic coherence) do not constitute a good material for evaluation tests. Larger units
such as the blocks used in our tests are certainly much more suited to keep the [istener's
attention on wlnf is said even if he has to concentrate on løw it is said.
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Issues in the Perception of Prosody
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ABSTRACT
fnni inurt in the perception of prosody are disc-ussed: the- pgrceplign of pitch varía-

ì¡iii, iilri^¡"ence' andb¡ pn ,isi: bouttdaries. Also, the relatíon of .these issues- to the'lo^ä¿:ptioi 
of prosody ii ireated, and. a number of remaining questions are addressed.

INTRODUCTION
Àiðór¿irg to Crystal (1969) one of "the main problems t!3t lave yet.to-be faced"
in otòiøi reseaich is'"the'development of a more immediately meaningful system

of hotatioi than has been hitheno ávailable". The quotation might equally well have

been taken from a much mole recent source, aS is evident from the C1¡IÞnt concern

wiifr transc¡ption systems for prosody (Bruce, 1989; Silverman et al., 1992). In this

.onri¡otiôn i *itt ,írgoe that kirowledge about the.perception of p.o.s$y may. provide

n"i¿"fines as to whaikinds of information should lie transcribed and for the design of
ãñ ãopróp¡ãte coding scheme. Understanding the perception of prosody means that

*è íí¿ei.tun¿ how ihe listener interprets aciual prbsodit patterns in refation to his

knowledse of phonological constraints'as studied by prosodic phonology. Below, I will
explore íhe peìceptioriof actual prosodic pattems in relation to the listener's abstract

knõwtedge for thrèe aspects of prosody.

THE PERCEPTION OF PITCH VARIATION
An imponant issue in the perception of pitch variation is how the listener extracts

òãæsoåat tonal distinctions^from'the contihuously varying pitch. There are two main

appräaches to the description of sentence melody: either by-means of level tones or
tdrsets fiieh. l,ow), or bv means of contour tonei lRising, Falling). Exponents of both

ápõióã"tt.íttâu" cÍaitn"d that their inventory of tones represents the perceptually.and
linsuisticallv relevant units. This issue is not without importance because transcnptlons
are-not easiiy translated from one approach to the other.

Insrrumóntal analyses have heþêô little to clear up this issue. F0 contours are the Íe-
sult olmany differenícontributioni, both involuntary- and volu¡tary ones. (the latter due

to the speaker's intention to produce certain melodic.propenies). Psycho-acousúc in-
vestigations of pitch perceptio; have usually been restriõted to very. brief signals lacking
the cõmpbxitybf spêech iignals, so that their ap,plication to speech resea¡ch.is limited.
Except fbr Thôrsen it979), úho represents an earþ attempt to incorporate findings about
pitch'perception to ùhe aáalysis of F0 contours in a principled way, most investigators
have åppüà "trial-and-enoi" methods, based on an-analysis-by-synthesis approach, to

"irã"t'älr 
information felevant to the perception of proiody (Bruce. 1977; Dj Cristo'

Èrpess"t and Nishinuma, 1979; Fujisaki and-Hirose, 1984; 't Han-, Collier ald Cohen'

iS'tO). for instance, by omitdng increasingly greater variations from the F0 tracking
(calléd '.stylizarion"), making thã result audible and comparing the synthetic contoul to
ihe originál, 't Ha¡t'c.s. detérmined which variations were perceptually relevant (sup-

oosed io be intentional) and which wele not. The "trial-and-error" methods give rise to
ituli""¿ F0 traiectorieí. made up of sequences of (usually) connected straight lines of
tnät" *ottlttl.äted mathematicai functiôns. The probleni with such representations is

ttrat t¡ey contain, but need flol exactly represent the perceptually relevant information'
There niav be alternative representatiòns giving the same perceptual result'- - 

ittéiãio*, *" neéd -o.è insight into íhe pãrception of pitch- in speech to differenti-
ate between aiternative representaions. Recently, sèveral siudies on pitch perception in
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speech have been condlcted in order to explore the perception of prosodic cha¡acteris-
tics. House (19Ð) applies insights from psychoacoustic investigatiõns to the properries
of the. speecl signal. stimuli wìich diffe¡ along sev_e-ral dimensions usually giïe higher
sensitivity thresholds compared to stimuli which differ only along one dirile-nsion. the
same applies_to dynamic stimuli compared to static stimuli. E.g., the rhreshold for the
perception of a pitch rise in speech-like stimuli is influenced by the rate of amplitude
{ecrea-se (Van Der,Ho1st, 1993). On the basis of such considerations, House'argues
that adequate models of pitch perception in speech must take into account the dynãmic
nature of speech: Speech exhibits continuous variation of spectral and amplitudé prop-
erties, and areas showing fast spectral and amplitude changes such as CV transfuioås
altemate with areas showing relatively little spectral and/or amplitude change such as
the steady-state portions of vowels. In a series of ABX experiments he ex-plored the
influence of spectral variation on rhe perception of pitch. The results showéd that the
pepeptio¡. of pitch glide as such.requires a spectrally stable portion of at least 100 ms,
below which no pitch change will be perceived, but a succéssion of pitch levels. Al-
though it is difñcult to determine exactly which information listene¡s may have used as
a basis for classification, his conclusions are confirmed by the outcome 

-of 
an informal

listening test which I conducted with stimuli constructed oir the basis of his descriptions,
Fu¡ther evidence for the perceptual reality of pitch levels in speech is proviäed by

Hermes and Rump (this volume).
From the available data the following picture emerges. The perception of pitch

change as su,ch is impeded in portions with strong amplitude modulation a¡id fast spe-ctral
c!a1g9s s!¡ch as consonants, and, most notably, consonant vowel transitions. Iistead,
pitch levels are perceived associated with the successive syllabic nuclei, or - at least -
S" Spr! sonorant parts of the syllables. Actual pitch_charige will be perceived only if
the F0 change_starts in a specrrally stable portion of the spèech signal, i.e., somewhere
after the vowel onset and when the spectrally stable portion exceed=s a certain minimum
du¡ation.-It.appears that in these cases the actual percept consists ofa pirch level
associated with the so-called syllabic nucleus followèd by a pitch change. 

-cateeorial

tonal distinctions appear to be dependent primarily on thé pirctr in succõssive rvilubi.
nuclei and the prcsence or absence of an immediately following pitch change, ãt least
for accented syllables. Near prosodic bounda¡ies the situatioñ ìeems différent. An
informal ABX test to assess the ¡elative contributions of F0 in the vowel and in the
post-vocalic consonant to perceived pitch suggested that in syllables preceding a silence
the consonant F0 has a sftonger influence on perceived pitch than tlie vowel-FO.

There are a numbe¡ of issues which remain to be clèared up. In the first place. the
view proposed here implies rhar what counts is the pitch assoèiated with thè syllabic
nucleus and the presence or absence of a pitch change following the nucleüs, but
that subtle differences in the realization of these pitch changes (e.g. having to do
with the magnitude of a pitch change) will not play an imponãnt corñmunicatiie role,
because their perception is impeded by simultanèous spectrãl and amplitude variations.
Secondly, the notion of "syllabic nucleus" remains to be defined. 

-Generallv, 
this is

interpreæd as a small regiiln following the vowel onset, usually associated'with the
amplitude peak. It is clear, however, that High targets in pre-nuclear accented syllables
may occur considerably late¡ than this point (Silverman anif Pierrehumbert, 1990), while
is is evident that the details of their realization are communicatively relevant, e.g. for
signalling.relative prominence. ln Hungarian,.the_height of pitch'maxima follõwing
the syllabic nucleus is relevant for the distinction between deèlarative statements anã
yes/no questions (Gósy and Terken, 1993).

Thus, further investigations along the lines of those of House and Hermes and
Rump-are needed to determine how spectr-al and amplitudc va¡iations affect the percop-
tion of pitch variations before we can define the caiegorial distinctions in a pri-nciplêd
w^ay. .Al.qo, these insights will prove useful for the auromatic extraction and labeliing
of melodjc propenies (see the contributions of d'Alessandro and Beaugendre, and Teñ
Bosch, this volume).
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THE PERCEPTION OF PROMINENCE
Prominence has traditionally been related to three phonetic properties: ,loudness, per-.
ceived duration and pitch. It has been argued that pitch plays the most important role,
b""uor" independeni manipulation of the three phonetic prope$gs showed that pitch

cues could ovem¡le the othèr cues. On the other hand, pitch variation doesn't appear to
be essential to prominence perception: prominence 9qn.bg pelceived in the absence of
oitch variation luch as in whispered spetch or in artificially monotonized speech (Cut-

ier and Darwin, 1981). Nowadays, the interest has shifted towards investigating the

combined effecis of different properties on the perception of prominence, in particular
in connection with the percepdon of degtees of prominence rathel than-the presence or
absence of accônt. It hâs beén found, for instance, that perceived prominence va¡ies as

a funcrion of the timing of pitch changes (Kohler and Gartenberg, 1991)_and their pho-

netic realizarion (Repp, Rurñp and Terken, 1993). AIso, the guestio¡ has-been-addressed

whether there is a ùãde-off-between vowel duration and the timing of pitch changes
(Rump, 1992; Fox, this volume). Finally, it has been guggested that conclusions with
ieSatd to the modest role of amplitude d¡awn from earlier resealch may be inadequate
beiause rhe experimenrs involvéd inappropriate amplitude manipulations (Sluijter, this
volume).

Stili, it is evident that variations in the excursion size of pitch changes (i.e., vari-
ations in local pitch range) play an important role-.in the pq¡ception of degrees of
prominence for iocal accðnts,-bolh for speakers and listeners. Speakers who are asked
io speak a word with varying degrees of emphasis do so primarily by manipulating the

local pitch range (LibermanãndÞierrehumbèrt, 1984). ln turn, listeners asked to.judge^

the dêgree of þrominence of an accented syllable do so_very^reliably as a function of
variatõns in Iócd pitch range (Gussenhoven and Rietveld, 1988). the.refqre, models o{
prominence perception have-in the first place_aimed p cap_tqrg the relation beWeen pitch
iange variati'on and perceived prominente. One such mode,l is proposed by Hermes and
Ruñrp (this volume)-, which wãs already briefly mentioned in the. preceding section. It
attenipts to relate the paradigmatic aspèct of prominelce perception (i.e., having to do
with intrinsic accent sirength¡ to varialions in local pitch lange (excursion size).

Our understanding is itill fa¡ from complete. In the first place, two accented syl-
lables with the same-excursion size measurèd on some appropriate dimension in the
same phrase will not be perceived as equally prominent, due to the- listeners' expecta-
tions âbout declination ai the utte¡ance proceeds (Pierrehumbert, 19791 Terken' 1991).
The role of declination in the perception of relative prominence has been addressed by
Terken (1991). Terken (1993) proposes a model for the perception oT relative promi
nence, taking into account the obiervation that a given excursion size I-l_lay result in
varying degrées of prominence depending on how it is scaled in the overall pitch range
of ihe speaker (see-Figure 1). It does not yet incorporate lhe findings by- He^rmes and
Rump (ô.c.). Aiso, it ii only tentative, and àdditional experiments are needed- for evalu-
ationi Iì fact, actual para*éter values computed on the 6asis of earlier data did not give
adequate predictions-in two follow-up experiments (Rgpp -et al., 1993), which means

thatèither the parameter values may have to be adjusted or that the model is_inadequate.
Secondly,-it is not immediatély obvious which_phonological constraints.are in-

volved. Twô influences besides declination need to be mentioned. Pitch maxima are
varied in a gradient way to signal variations in prominence for paralinguistic reasons.
In addition,lhe scaling of pitòh maxima is also subject to downstep, a discrete phe-
nomenon. However, the domain within which downstep operates, the conditions under
which it may (if it is optional, i.e., conrastive) or must apply (if obligatory), and its
relevance to everyday communication (as opposed to laboratory spççh) arg still un-
clear. As a conse{uence, investigating how tñé listener unravels the differcnt influences
is problematic.^ 

Thirdly, the ¡elation between paradigmatic and syntagmatic aspects of prominence
perception (paradigmatic having io do with intrinsic accent strength and -syntagmatic
having to do with the strength of an accent ¡elative to other accents) has not been cleared
up yet. For instance, we-don't know whether prominence gadations are perceived
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Figure l: Illustration of nndel relating judgments of relative prominence to pitch raria-
tion: accented syllables are perceived to be equally prominent if D2 = 0.9 (DI) + 0.23
(VI-R), with D: Distance beween Peak P and Valley V, and R for a speaker-dependent
faed reference line. The values of 0.9 and 0.23 have been estimated on the basis of
experimental data.

primarily in a relative manner, due to the listener's ability to determine that one pitch
change is perceptually more or less prominent than another, or whether listeners can
also perceive gradations in perceptual prominence for individual pitch changes (and by
implication may notice that one pitch change is not just more or less prominent but
much morc o¡ much less prominent than another pitch change). In the lattor case, the
additional question is how such distinctions should be represented.

The frequently cited argument against a paradigmatic approach is that it implies
categorial distinctions between different prominence levels primary, secondary etc.),
and that such distinctions cannot be made very reliably which casts doubt on their
categorial status. On the other hand, the experimental evidence from production and
perception studies mentioned before favours the inclusion of paradigmatic aspects in
the description. Vy'e can solve this problem by rejecting the assumption that prominence
variations map onto a number of mutually exclusive categories such as 'primary' and
'secondary'. Instead, we may treat prominence as a scalar featu¡e with fuzzy category
bounda¡ies which may be employed to signal linguistic or paralinguistic distinctions. It
seems likely that listeners have some mental representation of the probability density
function for excursion sizes of pitch changes in speech which they employ to interpret
an actual excursion size, in the same way as has been proposed for durations (cf. the
notion of normalized duratíon proposed by Campbell, 1992; Wightman et al., 1992).
Both the theoretical implications and the way in which listeners unravel linguistic and
paralinguistic contributions to local pitch range variation remain to be investigated.

THE PERCEPTION OF PHRASE BOUNDÀRIES
In uanscribing prosody in speech data bases one has to decide as to how phrase bound-
aries are to be coded. The particular decisions taken reflect assumptions about the
distinctions that can be perceived by listeners. Often, a tripartition is made between
strong, weak and no boundary, but experienced transcribe¡s will immediately agree that
there is much more variation that listene¡s might employ. Therefore, frner distinctions
have been proposed, eithe¡ within a strictly hiera¡chical framework (Price et al., 1991)
or in a mo¡e recursive one (Ladd, 1992). The latter proposal appears particularly attrac-
tive, because it includes both paradigmatic aspects (having to do with the classification
of boundaries as belonging to a ce¡tain type) and syntagmatic aspects (having to do with
the grouping of units at the same level). However, the more refined coding scheme has
been applied mainly by experienced transcribe¡s, and therefore it should be explored
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whether untrained listeners can also make finer distinctions in a reliable way. Once
this has been established, it can be investigated how the distinctions relate to phonetic
properties.' -De 

Piiper and Sanderman (1992) conducted an investigation to ûnd out which
distinctionïcan be made reliably by non-expert listeners. They presented listeners with
a number of isolated sentences and asked them to assign a digit between 1 and 10 to
each word boundary to indicate the perceived degree of separation of the two words,
the idea being that a higher score would express a stronger prosodic boundary. It was
found that listeners could reliably distinguish more than three levels, and that this was
not due to the lexico-syntactic information, as the results correlated very well with those
of a test in which ths same sentences were presented with the segmental information
distorted so as to make them unintelligible, Furthermore, the levels appeared to be
overlapping, suggesting that the¡e a¡e no clea¡ category bounda¡ies but rather a more
gadieni scãle. These results may be taken to reflect contributions both of categorial
factors and gradient factors. For instance, while the presence of a pause (in combination
with a tonalboundary marker) would always result in the perception of a snong prosodic
bounda¡y (e.g. a boûndary between intonation phrases), it appeared that the perceived
boundari strength increased as a function of pause duration.

Although a number of methodological issues have to be cleared up before firm
conclusionl can be d¡awn, the findings are compatible with Ladd's (1992) analysis.
Listeners can make categorial distinctions between different types ofprosodic boundaries
(Price et al., 1991). At the same time they can make judgments as to the relative strength
of two prosodic bounda¡ies of the same lype in order to infer hierarchical relations.
This im¡lies that the most informative transcription would represent both paradigmatic
properties (concerning types of boundaries) and syntagmatic properties (conceming the
hieia¡chical relations between constituents of the same type).

A related issue concems the employment of different kinds of phonetic informa-
tion. Beach (1991) has shown that there is a trade-off between tonal information, usually
supposed to evoke a categorial distinction between different tones, and duration infor-
mãlion, which is supposed to be much more gradient. Fu¡thermore, there is individual
variation in the extent to which listene¡s employ different sorts of information (Bruce
et al., 1992). Simple decision models may be designed to account for the combined use
of different kinds of information and the individual differences.

CONCLUSIONS
Conside¡able progress has been made in our understanding of how prosody functions
in human communication. A major problem seems to be conceptual: to incorporate the
insights into prosodic theory. Prosody is often conceived of as part of phonology, since
phonology is concerned with characteizing the sound forms which may transmit certain
distinctions in languages (i.e., distinguish between different readings of a sentence or a
text). This implies that the description of prosodic phenomena is subject to the restric-
úons imposed by phonological representation. I have argued that if one does so, one
runs into problems when trying to account for the full range of prosodic phenomena at
diffe¡ent lèvels. It is not diffrcult, for instance, to design a decision model accounting for
the relation between temporal and pitch va¡iation in signalling phrase boundaries, but it
is diffrcult to incorporate such a model into a phonological description. The¡efore, the
direction should be inverted: in order to understand the perception of prosody and the
way prosody functions in human communication, the phonological constraints against
whicñ actual prosodic patterns are interpreted should be investigated as an intermediate
step.
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A Numerical Model of Pitch Perception for Short-Duration
Vocal Tones: Application to Intonation Analysis
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BP 133, F-91403 Orsay, France

ABSTRACT
An alnorithm for automatic intonation analysis is described. It is based on a tuvo-para-
meter"model õf weighted time-averaging wiih thresholdfor pitch perceptîon. This inodel
can be considèred as a non-linear filter. In a rtr$ stage speech is decomposed into short'
duration tonal segments using sholt-term energy. In a sècond stage these s_hort-du.ration
tones are analyzld using the numerical madel. A set ol short (static and dynamíc) tones
are then obtained, toge-ther with their (constant or tim¿'varyín|) pitches. Stylized FØ
contours are reconstrúcrcd ftom this set of tones. Stylízed contouis are resynthesized, and
give synthetic sentences which are perceptually identical with natural sentences.

INTRODUCTION
This oaner Dresents a numerical model of pitch perception for automatic intonation anal-
ysis. 'Airtoràatic intonation analysis is an ìmportant ðhatlenge for both fundamental and
ãpplied prosodic studies. FØ, ç it appears at the output of a pitch tracker,.is gelrc1allV
difñcultio interpret. A similar situatioñ is encounæredìn singing: although the melodyis
precisely indicaied in the vocal score, is precisely realized by the singer, and fu preciselY
äppreciáted by the audience, there is no hope to read the melody directly on FØ curves.
Pè'rceptual coistraints on melodic accuracy ãre more severe in siñging than in speech, but
in sinsins like in soeech. manv details ofFØ are not Derceived as significant variations,
and rñani other deìails are noi perceived at all. Cleârly, a quantitalive model of pitch
perception is needed in order to ñll the gap between the output of pitch trackers and the
ional decomposition described by linguistic analyses.

A quantiìative model of tonãl añalysis for French has been presented by Meræns
(1937). Both a linguistic description oÏ French intonation and a system for automatic
ìecoeáiúon of intonãtion have been developped. In the work by Houie ( 1990), qualitative
resuits on the influence of spectral changei õn intonation percèption have been prgpqsed,
and a system for automatic iecognition oT intonation in Swedish has been described, along
with an automatic FØ stvlization Drocedure.

Compared to these líorks, weìhall present herein a system using new psychoacoustic
data on ôitch perception for short tone3. Our experimeñtal data on pitch perception for
short-duiationtonei with chansing frequencv weie obtained in the context of a study on
vibrato tones in singing. Therð is-no róom liere to recall the experimental-conditîns of
this study, and theiea-der is refered to d'Alessandro & Castellengo (1993) fordetails.
We thinli ihat the model obtained for singing is fully applicable to intonation analysis in
speech, because: 1) the durations, extents and F@ patterns used in our experiments are
comparable to those observed in speech; 2) the psychological thresholds are probably
hishèr for soeech oerception than lior musical perception; 3) these thresholds are also
hiËher for sñort-toires iri isolation, compared to shorÎ+ones in context (see for instance
Tvatson & al. (1990).

TONAL SEGMENTATION
The main question in applying the results obtained for short tones to speech analysis is
that. aooarêntlv. soeech' is hol made of a succession of short tones. Neverthelesi, it is
senéra1fv acceóíed that a svllabic sesmentation takes place in prosodic perception (at least
Ior langúages iike Frenchl, and theiefore one can coisider tñat speech is pèrceived as a
successio¡rof tonal sesments related to svllables.

An extensive revlew of syllabic segmentation, particularly in French, is reported
in Mertens (1987): in this study the ségmentation-algorithms were mainly based on
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short-term energ¡ or-qq lgud¡ess. Another criterion for syllabic segmentation has been
p_ro-p9.{_ry Yl_rl* (,p90): *.r" so-called 'spec_rral consraÍnt hypottíesi.t.ñóue.tteìerr,
ln tne computer implementation described by House, it appeaitid that the sesmentatioi
component used intensity measurements in much the same way as Mertens. A-s far as we
tsoy:,no quantitarive psychoacoustic dataar.e yet available. to live some evidencè oñ op-
trmal threshold values. In our system, tonal decomposition is also based on ad-hoc eneg!+;'t,i\ !i"i'tdä"irtäi_þ.*r, is.decomposed.iito shorr-duration tonal,"g,n"nt ,"tf;lmodel ol short-tone perception can be introduced.

STATIC AND DYNAMIC TONES
In d'Alessando & castellengo_(19911, ttte pirch perceived for short vocal vibrato tones
!as!'een ryeasu¡ed using a mtthod of adjustinent.'The stimuli weié syntttetic îoîaitäì"r,
pJ9d.!:ed ry a lormanr¡ynthesizer. The pqrqmeters under study weie the tone duration,
the lrequ€ncy extent, the vibrato rate, and the nominal freque:ncy as a function of thé
fractional number of vibrato cvcles.

All the subjects nored thaífor sev€ral pauems it was possible to perceive a dynamic
tone (a glissando, or gliding tone), rather tñan a static tone.
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Figure l: Tones, FØ, stylízed FØ and short-terrn energy.

, A dynamic. tone is defined as a perceived tonal movement: the the FØ pattern (the
physical variation of the fundamental fIequency) results in a psychologicaliy Êüding tone
(or glissando). For a static tone, the FØ pättern results in a sinúe oitcñ neróõt.
_ A separate perception took p_lace fór the high and low p-arts of tËe vibiato cycles,
ror large lrequency extents or slow vibrato rates (long duiation). The same tv-oe of
phenomenon, was.pointed out by Nabelek & al. (1970t in their itudy on pitch õftone
bursts.with changingfrequencies. ourexperimentgl data on fused (statìc tonès) and sepa-
r.ated.(d.y-namic tones) pitch perception have been be consistently related to thé glissarido
threshold.
. . M4!y psychoacoustic and,psychophonetic data on the glissando threshold are avail-

aDIe. -une can nnd_an rnte-rpolation procedure and a unified view of these data was pre-
sented- in-'rrlart ald al. (1990). They studied the distribution of the glissando threshölds
published in the literature and they showed that the glissando threshol-ds where distributed
aroulp a curve @" (expressed in semi-Tonevseco-nd) which approximatélylatiifiãs ne
equauon:

log(G¡,) - -2.00 x log(?) - l.s3 (l)
where T is the duration of the tone. 'tHart et al. reporæd that more than 7s vo of the

data in the literature lie within a distance of a factor of two from Equation t, i-.e. wioin
the interval [log(G'") - log(2), log(Gr") + loe(2)], in the doubte to]arithmic scale. The

Tones ô
styllzed F0 -....

Enêrgy --*
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fusion/separation situations observed in our experiments are.in good agreem-ent with the
nii.-J*ão'ttrtèrhold. The slissando rates in case of separation are in the 75 Vo inæmal
ilóñd rh" gtiiianOo threslold. In case of fusion, the-glissando rates are all below the

threshold.

Fø INTEGRATION
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Figure 2: Tones, FØ, stylized FØ and short-term energy'

It appeared in the experiments that the ñnal part of the tone had a larger w-eight on rhe

nitc'h'iudsement than the initial one. The expêrimental results also suggested that the FØ

õàriötär-;Ã;ãiime-áveraged, at leasr in.casê of fusion. A quantitativêmodel for such a

þrocess may be a time-avõrage of the FØ pattern viewed through a data window.A simple

model for tire data window ii a raised exþonential memory function. Let p(t) denote the

pitch perceived at time t, J the time-varying FØ function, beginning at time 0, and let o,
É be two constants, we have:

,at:ffffiffi Q)

ln Equation 2, the constant B accounts for time averaging, and the constant û accounts
for weighting of the past.

In tlhe caie of se-paration, the excitation pattems due to FØ extrema become -more
*"oarãted in tlme or i¡i frequency, and these extìema are perceived as independant auditory
evènh. It is reasonable to assuñre that if the glissando rate for a-given condition is larger
than the slissando threshold for the same condition, the amount ofconstant time-averaglng
.éoi"r"n-æ¿ bv 0 is reduced. It does mean that in the separation case, the pitchjudgement
àã'* "it 

iateiihto account the distant past. Therefore, Equation 2, with B : 0 is used

when the glissando rate exceeds the glissando threshold.
The fräe oarameters a and É havetreen estimated by minimizing the Root Mean Square

distance bet'iveen the model response and the experimental data. The optimal palameters

obtained were o = -22 and þ : 0.20. The palameter B can be interpreted as-the amount
õi t.""-t".. ti*e-averasins'(herc ß : 204ù. The parameter o rep-resents the speed of
ü;tãf thterponéntial-fuñciion. îhe bandwidth B of the correspõnding low pass filter
is: B: o,lr =-T.00Hz,anditstimeconstantis llB =0.l4s.Itsseemsthatthisoptimal
inìegratiorí time constani can be consistently relatêd to the auditory persistence.

APPLICATION
ftt" -oã"i orésented above was implemented in a computer program for tonal analysis.
ftti. nrãn-*fi contains several procedures : I ) pitch deteciion arid vbice/unvoiced decision'
Zj üãrt ione ¿ecomposition úsing short term energy. 3) glissando rate computation, and

Tones o
styl"ized F0 ----

F0 -.--
Ene¡gy ---
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static/dynamþ tone decisþn. 4) for static tones, the perceived pitch value is computed,
according 

-to 
Equation 2. For dynaglic tones, two.values are computed, at the begínning

and end_of the _tone_, according to Equation 2 with B : 0. Thesè two targer valies are
linearly inærpolated.

This system was tested on a corpus of read French speech. It appeared that only
two broad types of tone were necessàry and sufûcient to äescribe the intonation (statió
tones, and unidirectional dynamic tones). In order to test this stylization procedure. we
synthesized the unprocessed and stylized tonal contours using LPC synthesís. The natural
and synthetic sentences were genèrally perceptually indistinguisha-ble. Errors occured
only_when the segmentatio-n procedure failed,(i.e.,the tonal decomposition was wrong).

Figure I shows the application of the tonal analysis to the senteñce 'tessez de fairõ du
bruit les enfants!" [sesedgferdybrpilezãfã1. Figurê 2 shows the senr€nce "ils sont partis
pour Paris" [ilsõpartipurpari]

CONCLUSION
Further work is needed in order to understånd the pitch of short tones. Particularly, no
quantitative data and no model are yet available fór describing the pitch of shon-íones
with joint time-varying energy and FØ pattems. Some work on glissando threshold in
context is also needed : the glissando thresholds used in this studv are Drobablv too
s,evere forcontinuous speech. It seems that the main problem remainé tonal (or syÍabic)
decomposition.

The study presented herein concerned French, which is sometimes described as a
"s-yllable-timed" language. For olr corpus of read French, it appeared that only two types
of short-tone patterns were sufficient: static tones and unidirectiônal dynamic tõnes. More
complex pattems might be encountered in other languages or dialects (for instance in some
dialects of popular French, rise+fall patterns can be found on a same syllable).

Our system describes intonation iñ terms ofa succession of perceptually relevant tones.
It provides q "tonal score" which can serve as a reliable basís for studyìng the melodic
structures of speech.
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ABSTRACT
A cor¡tus of øbout 500 sentences has been prosodicolly løbelled by f'ue stuìlents. They
mørked intonationøI phrose bounilories onil øccenteil syllables. The paper describes

the inaentory of prosoilic løbels that uas useil in the eaperirnenl and the resulting
consistency of the porallel transcríptions. AIso some prelàminørg results of lhe øu-
tomatic recognition of these prosoilic categories are presented,

INTRODUCTION
In the german compound project VERBMOBIL it is the task of the PEONDAT
section to provide labelled speech data for training and evaluation purposes. At
Braunschweig University the Institute for Communications Technology works at the
developmentìf a speech wo¡kstation for prosodic labelling. This workstation shall
includã soltware modules for speech signal analysis, linguistic analysis of the spoken
text and a speech synthesis modul.
Additional research concerns appropriate labelling invento¡ies and instructions and
the achievable consistency of prosodic transcriptions.
In a pilot investigation a small basic inventory of prosodic labels has been considered.
The labels were supposed to denote basic auditory units of prosody u'hich should
be perceiveable to human subjects alter only a few simple instructions. On the
othe¡ hand these units of course are also assumed to be linguistically relevant, and
the instructions we¡e such as to direct the attention of the subjects to an overall
auditory impression rathe¡ than to certain specific features such as pitch or loudness.
Using such a label inventory about 20% ofthe speech data recorded in PHONDAT
we¡e labelled prosodically. The labelling was done in parallel by five students. The
parallel transcriptions not only provide the possibility of consistency investigations
but can also be merged into a single less subjective reference transcription.

PROSODIC LABELS AND LABELLING INSTRUCTIONS
The prosodic categories under investigation refer to t'he intonotional phrase domain.
In particular, it was the task of the subjects to mark phrøse boundøries and to assign
to each syllable one of at most four levels of stress ( or raiher of ytrorninence)'
None of the students that took part in the experiments had any prior experience in
labelling, either phonetic or prosodic. Therefore the description of the labels and
the instructions had to be carefully chosen to be intuitively clea¡ to the subjects.
Fo¡ these reasons the labelling instructions were developped in a pilot study, in
which 46 single sentences read by one speaker were labelled by two groups of two
students each. The groups labelled the material several times, and after each session
the results were evaluated and the instructions ¡evised.
In the first test one group was inst¡ucted to assign to each syllable one of four sfress
Ieaels ("Belonungsstufen"). However, the resulting transkriptions revealed that this
te¡m is rather inconvenient for consistent labelling. The subjects were ¡ather uncet-
tain in their decisions, and frequently the labels reflected their impression of pitch
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contour rather than an impression ofsyrtabre promine¡ce. Tüe results for the phraseboundaries however were. signifi canttv ¡"tt"r] t'I;;;bË;ä;"Ji.iiiJ, a*,idea about the category intánøüonoi ohrcse.
hI th: following session.th_e instructiáns were revised. The subjects we¡e i¡structedtolabel prirnøry accent ("Hauptakzent,') and 

"uoid,ory accent(,rNebenøkzentn). Thistime the¡e was a rarhe¡ 
"1"a"ìor"".poí¿"""" ¡"t*""ri Ë;ä."tr;åäli lr.."ots|þjegts.' although the number of ma¡ked accents srill dtfi;ã-; úi"J; tl'ä" ¡"¿i-vidual ideas about the degree of accentuation.

In these tests accented syllables and phrase bàunda-ries were labeüed separatery. Inthe next session the laber phrøse.øccint.("phrasi"iùi" '¡-*à"ä"îäåääire ,n"most prominent_ syllable in an intonationar phrase. Adáitional ,i""üã*-'å"""nt"could be marked. In orde¡ ro avoid training år*i" il," l"ri;";,t#;';îJli¡"u"¿
this-time by the second,test group. Althorigh these students were not used to thelabelling the ¡esults of this teit showed betier 

"ã".i.t""1yìi,"" ilr" iãr*""ä¿ tn"students labelled faster and .nere more ce¡tain in their de"isions.

PROSODIC LABELLING OF THE PHONDAT92.DATABASE
The PHoNDÀTg2-database is a corpus of 200 sentences spoken by 15 speakers.From this corpus 60 sentences- from I speake"" *";; ;i,;;;ï;*1"""r, iåii"""o,
l'.ï_*l:¡it.l rest) tabeiled rhe 480 .""t"""".. ih;;;;'h jc*l-iîJij."",.¿
[o [ne suDJects on a compute¡ sc¡een. The subjects could mark o, 

"o"r"'"t ohrrr"

i:l,l,iç :: îrï'å 

".ï;;ïi.'f 
å1 "' 

co ur d pr'v " 
b ack 

-t 
h"-' ;;; ;;'ääiï'irv .'

Labels
Labels and inst¡uctions were similar to those in the finar pilot test. The transc¡ibers*e¡e instructed to denote intersecrions ( "Einschnitte) t"i;;;;;;;;"-;;."å-"it, 

",phrøse boundari?s (PB)first, then to mark the most prominent syilable .,uitilr, 
"."nphrase as the phrase occent.(pA). Additional accenîed ,yu"il"ã """tã'tì'îlrt"¿as second.ary accent (SA). They were also allowed to use ihe l"b"l 

"^inã"¿"'ì"n^-phøse") inste-ad of PÀ whenev"t ttt"v t"tt tttuir .vxulh *.r;;""pri.;;íyî"åi*"t.
The transcribe¡s were also inst¡uctld not to pay attention to prrti"ubl 

.feri'.rl", 
or

jlî:n*"n signal (e.s. pitch conrour or loudn"i) but only øir,"¡, ãr""J: iäpr"r_

Labe-lling of distorted speech
In o¡der to investigat_e how much the prosodic labeling is influenced by the rineuisticsentence structure, the mate¡ial of one speaker *u, ãi.tJ"ã,-r"i, i" à"Jrå" il,"segmental structures whereas pre-serving ih".rrp.ur"g-ental structure.. t irrìl ,;-the short time- sp-ectra were caicurated J"a *," '"ir!"itoa", *"r" 

"ufp"ã 
ø . ""ît¡"threshold level. These.clipped. spectra w"r" -uliipi"d with the rpãät""', lJ* ti-"spectrum and adjusted to their original loudness Lra. Ïr"" irr"'rpãL""-t"-i""""1¿not be understood any more,lowe-ver the prosody was assumed to be the same asbefore. The distorredïare.irl wrs l;ù;x;d'ù;ñå åf rhe t¡.r,."rib"rs.

Results
The students had no fundamental difficulties in perceiving the prosodic units de-scribed above. In table I the av-erage numbe¡ or åytt"bt"s îr,"t ..i""" pr"";ã"J *iilcertain labels is shown. Ar reasr fo¡ rlhree of five t""is"rib;;.';-h;;;;å;ii"iir".
ma¡ked PA and PB are quite similar.
The correspondence betwìen two subjects for a specific rabel is calcurated as fo¡ows:

wherez"n"'11,2,..",'.','n"î;,;::;.mesamespecifi"l.b"li1]
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Table 1: Number oJ

ozter eight qteakers,
Iøbels øs proiluceil
The totøl number

fiue trønscribers. The aøIues øre øúetages
uos 951

both the transcriptions of subject I and- 2;.1r'r9o".r is the total number of syllables

carrvinq that label i" th" t;;;:;þt¡" "r 
*i¡.¡läï-i' and z2'¡o6"¡ the total ¡umbe¡ in

;#{äi#þrffi ;ilb*Jt il table 2 thË averase co"iäipo',d"oc" between the

five transcribe* i, illu.trråã f.r "tgttt 
.p"ut"."..T1e consiÀtency of the prosodic

labellins matches th"t founã for;#t; lhonetic.!Lbening [1]' The correspondence

{or the-SA is remarkably worse than for PA ancl f IJ'

Ta.ble 2 subjects cornPøreil for eight speakers. The

between lwo

The transcribers vr¡ho labelled the disto¡ted speech had many technical difÊculties'

Ailil;î;il ryUntf" ¡o,,,,ã*i"t were d-isplayed to the subjects on the'screen' espe-

ciallv for short svllables it ä.ï""v-Jim"ilt'to arso"iate aln acoustically percepted

läiiäiiiî ,;äilyrili; ir,å ".^p.'ison 
of.rhis transcription with. tþe orig-

inal transcription of the .rr"ã'rp"ïf.* rí¿ iranscrib,ent sometimes showed that the

accent label had been ,rrü;;i"t. ;h;;yurbl" just before or just after the syllable

that carried the lexicalttårr, l" spite oithese ãrr.ors the remaininq correspondence

wiih the original t"or."ripiioo î*i"*rrt utty well: .about 62Vo fol PÃ and 45% fo¡

SA. Moreover th" r,o-b"rü;'oiiJ;;;;;"difi""d onlv slishtlv'.15.0115.2 P'A and

iôîlîääÉï. Ài.o *," "o*¡"'.i*-k"d boundaries h-nli':-'lTllT,!t^Yllhyli""'
the boundary positions rr"-ãit"r-¿-ifiåt""t, and the correspondence is only 4E7o' 'l'his

might be c¿used in p"t b;;;;^;;;;i;"*""ti'"'¿ above; another problem' might

be that the loss of tf," ."g'-"ììui-ir,-tot*ution makes it hard fo¡ the transcribers to

recognize syllable lengthening'

AUTOMÄTIC RECOGNITION OF ACCENTED SYLLABLES
Ën""ìr*.ãl"ruv frl"ù"¿-JrJ*"* "r"a 

lor studies in the automatic recognition

"f 
il ãìr.*ãr" iategories ÞÀ o"¿ sA . The 46 sentences f¡om the pilot tests were

;;k;J, ;r;;pb ,"î fo, ar.rin".ti"". These sentences contained 505 syllables. For

;il;'äth il;ã;*"'tol fr"q""""Y (Fo) ond loudness were calculated'

Th";öÑlúbles were 
"i..Jin"a 

iv i'ne.arest -neighbour 
classifier using the leøue-

one-oulmelhod (cf. [Z]). The procedure-is as touows:

The svllable to be classifieãì' tipu'ut"a from the sample set' The remaining sample

;i;"'"äi;;;";;;;;i;; "l;in;;;;:-rt'"'vuottË 
is then classined and rejoined

;;;h" ;;;J" set. This is i.p"at"d for everv sviable in the sample set'

subject
UItK
KER
KAT
HDI
SEB

PA
157
185
151
I29
151

SA
114
L02
99
72
145

gu
90
lt4
83
65
83

secondary accent

AW¡l
6ftYo

32%
7t%o

KKU
79Yo
44To

75%

7\Yo
44%
83To

KMA RI'D
T5%
4L7o
75y

MIIN
TLYo

39%
78%

HP'I'
bgYo

38%
67%

CHK
7zYo
42%
76y

wsE
79Y¡
4t%
8470
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The neørest neighbour cløssifier associates the paltern to be classified (e.g. F6 or
loudness contour) with the cløss (i.e. the prosodic category) of the least distant
syllable in the sample set. The required distances we¡e calculated f¡om the Fo or
loudness contours by dynømic lime wørping.
Two tests were accomplished: In test 1 the reference transcription was produced
by the author. This t¡anscription contained 88 PA, 20 SA and 397 unaccented
syllables. In the second test the sample set contained only those syllables which
had been identically labelled by the author and the two subjects o{ the second test
group (see above). The resulting sample set contained 367 unaccented syllables and
only 44 and 3 syllables labelled PA and SA respectively. The tests were performed
for Fs and loudness.

R"esults
Since the sample set cont¿ins only a small numbe¡ of accented syllables it may
not representative for the conditional probabìlity dist¡ibutions of the fe¿tures under
consideration. Hence also the the recognition ¡ates that are given in table 3 a¡e
not representative. Yet it can be concluded that fo¡ the automatic recognition of
syllable stress 'Fs is much more important than loudness. The results support the
hypothesis that whenever the st¡ess level as perceived by listeners is unce¡tain also
automatic recognition becomes less certain.

Table 3: rates Iabels

CONCLUSION
As a result of this investigation a set of basic prosodic labels and and labelling
instructions are defined that can be rather consistently labelled even by untrained
listeners. With this label inventory a part of the PHONDAT-database is labelled.
Fu¡ther investigations will concern the consequences of this experiment for the design
of the workstation for prosodic labelling and also the possibilities for automatic
recognition of accents and phrase boundaries.
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ABSTRACT
Irt this paper, we d,iscuss the construction ot' an algorithn that classifies pitch noaements

accord,àng to the IPO intonation \abelling. The cLassifi,cation is performed by a feed'-forward'

network, inlerpreted as a multi-linear classif,er. In speaker-independent tests on a corpus

of specclt read. bE non-professionals, up to 81 % of the 279 pitch motements in the test

corpus .uere comectly classified,. These results øre obtained by using information ftom the

sørnpletl speech tl,atø fiLes only; a granrnTar wiII be used in the second stage of this study'

I(eyuord.s: Auton¿ati.c classification, multi-linear classif,cation, IP)-intonation sgstern,

speec h. recognit'iort.

1. INTRODUCTION.
I1 this paper, an algorithm nill be described aiming at the (semi-)automatic classification

of pitch movements. The algorithm is trained and tested for Dutch. Its input is a sampled

clata lìle r¡f an utterance; its output consists of a cha¡acter string containing intonation

trailscriptions (,labelling'). optimally, the algorithm should come up with a labelling that

is indistinguisliable f¡om transcriptions produced by human intonation experts'

Algorithms that classify elementary patterns of speech melody are useful, e g', the de-

teclion of pluase bomdaries and accented syllables, the frltering of acoustically based

hvpotheses from an ASR-algorithm (ostendorf, wightman and veilleux, 1991; wightman
and Ostendorf, 1992), and the labelling of large speech corpora.

In the present approach, the intonation labelling convention will be used which is known as

the IP O-1abelling. This labelling is chosen due to the relations posed in the theory between

acoustic realization and perceptual labels ('t Hart, collier, and cohen (1990). This system

defìnes ten labels (five rLifÌèrent pitch rises labelled '1'to '5" five falls labeiled'A'to 'E'),
rvith additional labels referring to a 'pointed hat' ('P'). syllabies bearing a perceptually

relevant pitch movement can be labelled lvith at most one of these labels. Five iabels are

most common:'1','2','A','B', and'P' (also denoted'1&A'). The functional difference

betrveen the rises ,1,and ,2,and falls'A'and 'B'corresponds to a phonetic difference with
respect to the exact tìming of the pitch movement: Accent'lending movements such as '1'
and ,A' are generally earlier in the syllable than are the non-accent-lending movements '2'
and'R'.
The ,IPO-intonation-grammar' prescribes the perrnitted sequences of labels within one

utterance ('t Hart €¿ al., 1990).

2. DESIGN OF THE ALGORITIIM.
Several attempts have been made to come to a (semi)automatic classification of pitch

movements) using, e.g., dynamic programming (Brew and Isard, 1990), or Hidden Markov

1llodelling (Butzberger, 1990). These approaches have proven to be fai¡lV successful. we

did not opt for these approaches, however, due to the difficulty ofaproper interpretation

of the many model parameters.
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In this study, classifi.cation is based on multi-linear discrimination on featues ext¡acted
lromihesampleddatañle. Thealgorithmconsistsoftwosteps: (a)training,whichisbased
on a labelle<l training corpus, and (b) classiflcation, based on multi-linear discrimination.
(a) Tlaining.
For the construction of a labelled database, a number of 800 Dutch sentences have been
recorded. The average nmber of words per sentence was 7.4. These sentences (eücited
speech) lvere spoken by over forty different speakers, male as well as female.
sentences were manually labelled according to the lPo-system by four expert intonologists
independently. A common subset was labelled, on which a consensus labeiling has been
defined. Eventually, a resuiting total of 249 sentences were used in the test described
be1ow. ThetotalnumberoflabelledsyllableswasSlT(anaverageof3.3 labelledsyllables
per sentence).
Tlre distril¡ution of the labels over the set of labelled syllables is '1, 31 %, ,2, L4 7o,,A, I5
%,'B' 14 70,'P' 16 %, and other t0 %.

For each label, a corresponding class of acoustic ¡ealizations was const¡ucted. The data
space was constructed by feature representation iu four steps (cf. Ten Bosch, 1g93): (1)
Pitch dete¡minaiion, (2) Correction of pitch measuements, (3) Determination of vowel
onsets, and (4) Choice of pitch reference points.

Step (2) is included since the pitch determination algorithm usually returns the cor¡ect
pitch as perceived on a (sub)syllabic scale. The actual pitch as it is perceived on the
sentence scale (without gating) may deviate from the PDA outcome. A reinterpretation
of the pitch contour resu-lts (figue 1).
In step (4), five pitch measurements per syllable were chosen as reference measuements:
two measuements in the previous syllable, two measuements in the cunent syllable, and
one measurement in the next syllable. These measurements were anchored at the monents
of vowel onsets (Ten Bosch, 1993). The resulting data set (denoted D) has dimension 5.
We make two observations about this representation. It ìs rather ,poor'in the sense
thatitdoesnotmakeuseofothelspectralfeatues. However,this,poor,representationis
suficientiy rich to covet the main distinctive features between the label classes (see below).
Secondly, it deviates from the more standard representation spanned by 'excursion size,,
or moment of start and end of a pitch movement. The results of the training step allow
these 'ciassical'featues to be used in a description of ciass prototypes, but these features
are certainly noi mique.
(b) Classification.
The classification trainìng rvas done on a subset ol 65 % of the available set of iabelled
syllables. Most label classes in 2 are convex; thev however do not necessarily obey a
gaussian distribution (Ten Bosch, 1993). Consequently, the design of a Bayes classifier
is not straightforward, and the recognition techlique that is based on nearest prototypes
may require mo¡e than one prototype per class (Ullmarm, 1973, chapter 4). For the
class.ification, a multi-linear discrimination was applied (cf. Fukunaga, 1922). The actual
implementation of this optimization is done by a multi-layer classifier, i.e. a multi-layer
perceptron (MLP), provided with a 5-n¿-nr-topology, nh (2 < nÀ < 5) and z, denoting
the number of hidden units, and the number of ouiput categories, respectively. For small-
sized topologies, the MlP-results can be interpreted in a precise mamer by reiating them
to a posteriori probabilities and CART-node questions (Richard and Lippmann, 19g1;
Breiman et a|.,1984).
In table 1, a summary is given of the results. The tabie shows results for several values
of n¡ and nr. The normalized error (norm. error) denotes the mean error at an output
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unit. Thecolum'class. rate'denotesthefractionof correctlyclassifiedpitchmovements.
To cross validate the mininúzation, it lvas performed o¡ 65 7o of the availabie data, and

tested on the remaining 35 % (279 svllables).

The results can be interpreted as follows. lfthe number ofoutput categories n, is clamped

to 2, ilie best two'class groupings' are {Ä, B} and {1, 2, P} (first row in table 1). Here,

'P'is more likelv to belong to the group {'1', '2'}, rather than to {'A','B'}. An increase in
the number of hidden units n¿, i.e. of the number of separating hyperplanes -L; used in the

multi-linear discrimination in D, shows an increasing classificationrate (class assignment).

If each class is to be labelled separately, an acceptable value of n¡ is 5, as can be seen from
the last lour rorvs. As is suggested by the last rorv, it does not make sense to increase the

discrimjnative power within 2 in order to optimize the classification rate substantiaily.
The result presented in the lasi rolv is tentative. It is the best result among 35 minimiza-
tions lvith substantially different initializations for the positions of "L;.

3. DISCUSSION.
In this paper, an attempt has been made to classify pitch movements by multi-linear
dìscrirnination. The main results are presented in table 1. These results have a unique

interpretation frorn the point of vierv of techlical optimization. The data obtained so far
suggest that unique prototypical acoustical realizations of a class do not exist. In other

rvords, prototypes do not specify the class topology on their own. Only rmder certain con-

ditions. such as equal covariance matrices for each ofthe classes, the ünear classiflcation

can be translated into a prototypical approach. These conditions are Likely not to hold
in D. The present approach allorvs to look for distinctive featues in the fo¡m of a set

of 1r-vperplanes L¿ in D, each hyperplane representing a specific 'property', i e', a linear
combination of the input features.
The question of how the classiflcation results can be lined up with the 'classicai' results

in 't Hart et al. (1990) is solved by a close examjnation of the resulting MlP-weights.
This sÌrorvs that the difference betrveen, e.g.,'1'and'2'is mainly due to the value of
the syllable-initial pitch in the current syllable relative to the syllabie-final pitch in the

previous and the current syllable. The behaviour of the 'classical'parameters that were

known to be class-specific (e.g. timing and excursion differences, see 'i Hart et al', L990)

could be traced back in the test data as a trend on1y. This suggests that 'higher order'
prosodic information (accents, grammar) must be used to fmther disambiguate between
(1' and 12' or between 'A' and 'B'.
-4. flnal remark deals with the use of an intonation grarmar. The disambiguation capa-

bility of the gramar presented in 't Hart et al. (1990) is, on the basis of the database
presently used, for {1, 2} and {,A., B} estimated to be 0.3. This means thai the gramrnar

disambiguates in the questions of the tree nodes {1, 2} and {.A', B} in about one third of
these cases.
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Perceptual cues of linguistic stress: intensity revisited

Agaath M.C. Sluijter & Vincent J. van Heuven
Holland Institute of Generative Linguistics /
Phonetics Laboratory
PO Box 9515, 2300 RA Leiden, The Netherlands

ABSTRACT
The general claim that intensity is a weak cw in the perception of stress is
reconsidered. This claim is based on perception experiments in which intensity was

varied in a naive way: all parts of the specffum were increased with the same

amount of energy. However, stressed syllables are produced with more vocal effort.
If a speaker produces more vocal effort, higher frequencies increase more than lower

freqwncies.We show that the intens¿ty differences as afunction of stress are mainly
Iocated above 0.5 kHz. Varying intensity in this way would be much more realistic.

INTRODUCTION
The acoustical correlates of stress are pitch, duration, loudness and vowel quality. Of
these, pitch and duration have been found the most importânt perceptual cues;

intensity and vowel quality are generally claimed to be of lesser importance
(Beckman 1986 and references mentioned there).

lndeed, an appropriate pitch movement provides an overriding cue, but is present

only when the stress coincides with an accent (marking focus). When words are

spoken outside focus, the position of the sfess has to be infened from the remaining
cues. In our research we set out to determine the relative importance of vowel
duration and intensity as cues for shess for materials spoken in and outside focus.

Traditionally, the cue value of intensity has been examiried in a relatively naive
and un¡ealistic way by simply manipulating the overall volume of syllables (or
vowels). However, stressed syllables are produced with greater vocal effort than

unstressed syllables. If a human speaker expends more vocal effort, as is required for
the realization of a sÍess, intensity does not change uniformly across the spectrum,

but higher frequencies are increased more than lower frequencies. Gauffin and
Sundberg (1989) investigated the specral consequences of changes in SPL during
vocalization. Results show that with increasing loudness the levels of the higher
bands (1.0-2.0 and 2.0-4.0 kHz) of a sustained vowel lael increase more than the

energy in the lower bands (0-0.5 and 0.5-1.0 kHz). Brandt, Ruder and Shipp (1969)

independently varied vocal effort and intensity of continuous speech stimuli; speech

produced with greater effort was estimated louder, even when intensity was held
constant. Glave & Rieweld (1989) also showed that greater vocal effon is related to
greater perceived loudness. Consequently, we expect that the spectral tilt of a stressed
syllable differs from its unstressed counterpart: the energy in the higher frequencies
of the spectrum increases more than the energy in the lower frequencies as this
stressed syllable is produced with more vocal effort. In a production experiment we
measured the energy in four contiguous frequency bands of stressed and unstressed
vowels spoken in and outside focus, using both lexical and reiterant tokens.



ESCA Workshop on Prosody 1993

METHOD
We selected the minimal sEess pair /ká:non/-/ka:nón/ (cannon - canon) differing in
stress position only. The target words were embedded in a carrier sentence: Wil je
[target] zeggen 'WrdJ you [target] say'. Targets were spoken in and outside focus.
The condition with the target outside focus was realized by placing an accent on the
word zeggen, In the other focus condition an accent was placed on the s[essed
syllable of the ørget, placing the target in focus. To conFol for influences of syllable
structure, we also used the reiterant version of this word pair (repetition of the same
syllable), where each syllable was replaced by the syllable na yielding nonsense
words: /ná:na:lJna:nâJ. The vowel lal was chosen because it is the most open,
longest vowel in Dutch. The resulting four stimulus types (2 sûess positions * 2
focus conditions) with their reiterant versions were read by four male and six female
speakers of standa¡d Dutch. The speakers were recorded individually in a sound
insulated booth, using semi-professional equipment. The subject's head was suapped
to the chai¡ so as to insure a constant distance between mouth and microphone.

Stimulus sentences were presented in normal Dutch orthography on a computer
monitor in I random counterbalanced orders. Subjects always produced lexical and
reiterant versions of each stimulus in immediate succession before going on to the
next stimulus, After each stimulus, whether lexical or reiterant a 5s. pause was
observed, during which interval the subject was required to inhale prior to initiating
the next utterance,

RESULTS
The 640 utterances (2 stress positions * 2 focus conditions * 2 versions, i.e. lexical
& reiterant * l0 speakers * 8 repetitions) were digitized. We used four repetitions
(orders 2, 3,7 and 8) yielding 320 sentences.

Fl-maxima of the vowel in each syllable we¡e determined using smoothed (30 ms
integration) resograms. It was not possible to determine these maxima adequately in
the syllable non, so these syllables were not used for further research. We measured
the energy in dB in four contiguous filter bands: 0-0.5, 0.5-1.0, 1.0-2.0 and 2.0-4.0
kHz of stressed and unstressed vowels. In all cases we performed one-way analyses
of variance for each filter band separately, with stress as a fixed factor.

In Figure 1 the energy differences in the fou¡ contiguous filter bands between the
stressed initial syllable of kónon and the unstressed initial syllable of @nón arc
presented, i.e. in paradigmatic comparison. The results are broken down by gender
and focus condition.

IrIztr¡E¿ Figure 1. Energy differences (in dB) in
four contigwus filter bands (bar I = 0-05
kHz, bar 2: 0.5-1.0 kHz, bar 3: 1.0-2.0 kHz,
bar 4: 2.0-4.0 kHz) between the so'essed
syllable'ka' in'kúnon' and the unstressed
syllable 'ka' in 'kanón'. The results are
broken down by gender (M=male,
F=þmale) and by focus condition (focus

and no focus).

F/in fæus Mln fæu¡ F/no focus lr,f/no fæus
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As can be seen in Figure 1, there is an energy difference between sressed and
unstressed vowels of about 3 to 1l dB in the highest three filter bands [all cases:
p<.011, whereas there is only a slight difference in the base band [all cases: n.s.,
except the difference of 3.1 dB fo¡ male subjects in focus: F1,31= 9.4, p=.0051. Male
subjects have the largest energy difference between 0.5 and 1.0 kHz, whereas female
subjects have the largest difference in the third filter band in words spoken in focus
and in the fourth filter band in words spoken outside focus. This difference is
probably due to the fact that female speakers usually have their formants at higher
frequencies than males.

In Figure 2 the energy differences in the four contiguous filter bands between the
str€ssed initial syllable of the reiterant version nóna (replacing kónon) and the
unstressed initial syllable of nanó (replacing kanin) ue presented in the left panel of
the figure. The energy differences between the final syllables of the nana versions of
the target words a¡e presented in the right panel of the figure. As in figure 1, results
are broken down by gender and focus condition.
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0

-1
F/in fæ¡s Mfn focus F/no focus Mlno focus Fl¡ focus M/in fæus F/no fæus M/no fæus

Figure 2. Energy dffirences (in dB) in four lílter bands between stessed and
unstressed syllables 'na' (reiterant speech). In the lefi panel of the fígure the initial
syllables are presented, ín the right panel the ftnal syllables. Further see caption
fígure 1.

The results for the initial syllables of the reiterant word pair (left-hand panel of
figure 2), show that energy differences between stressed and unstressed vowels are
mainly concentrated in the highest three filter bands with stronger effects in focus
than outside focus. outside focus female subjects only make a significant difference
in energy between stressed and unstressed vowels between l-2 kHz [F1,47=5.3,
p=.025, other cases F<11. Male subjects only realize significant differences for targets
spoken outside focus above 1 kHz [0-0.5 kHz: F<1; 0.5-1 kHz: Fßt=3.2, n.s.; l-2
kHz; Ft,:t=6.7, p=.014; 2-4 kÍtz: F1,31=7.1, p=.0131. The base band is hardly
affected [all cases: n.s.].

The results for the final syllables of the reiterant word pair (right-hand panel of
figure 2), show that for final syllables the effects are stronger, however comparable
to the results for initial syllables (both reiterant and lexical).

In figure 3, the energy diffe¡ences between the stressed and unsEessed syllable of
each member of the reiterant word pair are given sepamtely. In the left panel of
figure 3, the stressed and unsÍessed na of kónon are compared, in the right panel of
kanó n (sy ntagmatic comparison).
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Ir lz tr¡ El¿

F/in fæus M/in fæus F/no focus ltf/m fæus F/in foos M¡tr foils F/no fæus Mno fæus

Figure 3. Energy differences (in dB) of stressed and unstressed syllables within
words. The left panel presents nóna (for kónon), the right panel nanó ffor kanón).
Further see captionrtgure I.

As can be seen in figure 3, the energy differences between the stressed and
unsüessed part of an initially stressed word are considerably larger than the
differences in a finally stressed word, especially outside focus. Overall, the results
are largely comparable to the results presented above.

CONCLUSION
We conclude that the intensity of the base band (0-0,5 kHz) was hardly affected by
stress; however, intensity in the higher bands (0,5-1, l-2, and 2-4 t*12) increased in
stressed syllables by 5-10 dB, with stronger effects for accented than for unaccented
words.

We are about to perform a subsequent perception experiment in which we shall
examine the perception of stress position by manipulating vowel du¡ation and
intensity, the latter both in the classic way (i.e. uniform intensity differences) and in
the more realistic way suggested by our production data (i.e. differences in higher
bands only). Stimuli will be presented outside focus (without a pitch movement on
the target) because of the fact that a pitch movement will always be the overriding
cue in stress perception. We expect t¡at realistic intensity manipulations (i.e.,
concentrated in the higher frequency bands) will provide stronger sFess cues than can
traditional intensity differences, and will be close in strength to duration differences.
This finding then will rehabilitate the traditional claim that languages such as Dutch
and English have dynamic (rather than melodic or temporal) sress.
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Effect of Pitch Movement Timing on Perceived Duration
and Prominence in Estonian and English Listeners

Robert Allen Fox, Department ofSpeech and Hearing Science
Ilse l,ehiste, Department of Linguistics
The Ohio State University, Columbus, OH 43210

ABSTRACT
This study is one in a series ín which we explore the possible, influence of a lßæner's línguistíc
backgroind on histher perceptíon of suprasegmental cues ín the speech signal. Two exper^ilnents

inveitigated the effecî of the timing itf a pítch rise on the pglgeptign of a.medial sy]lab.k\
perceíied duratioi andior prominence by native speakers of EstoTíaY or Ame-ric.an English'
'Results indicated that Engliih srùjects tended to perceitte tokens with a later pitch ris-e as longer
and more promínent than those with an early pitch ríse. The reverse yvas trye fol the Estonian
subjects in terms of perception of prominence but for these subjects, the tirning of the pitch rise
had little effect upon perceived duration.

INTRODUCTION
In the past two years we have examined the perception of "prominence" in sequences of both
speech-(using thè nonsense token [babl) and non-speech (signal-correlated noise).tokens by native
Estonian and American English listeners while independently manipulating individual token
duration and amplitude (tæhiste & Fox, 1992). As is well known, Estonian is a quantity languqge
in which duratioìal differences can distinguish between words. Duration in English, on the other
hand, is not independently contrastive although it serves as one of the phonetic characteristics of
stressed syllablei. Our résults have indicated that Estonian listeners are more sensitive to token
duration i-n making their "prominence" decisions to both speech and non-speech stimuli than are
English listeners ãnd support the contention that the linguistic background of listeners has a
poientially significant eÍfect on the perception of prominence-particularly in terms of the
utilization of the cues of amplitude and du¡ation.

In these experiments wè did not introduce any pitch variations. However, it is the case that
variations in pitch patterns can influence both the perception of vowel duræion as well as
prominence, independent of changes in either duration or amplitude. For example, læhiste (1976)
demonstrated thai the presence of a pirch change in a speech token could result in longer perceived
duration. More receñtly, Rump (1992) demonstrated that the timing of accentlending pitch
movements had a significant effèct both on perceived prominence and perceived vowel length in
Dutch subjects. For example, he found that syllables with very early pitch rises were perceived as

relatively more prominentthan were syllables with later pitch rises. However, for Dutch speakers
the prominence judgments did not always parallel perceived durations. In particular, there was a
slight tendency for syllables with late pitch rises to be perceived as longer than those with early
pitch rises (in opposition to the prominence decisions). The situation was somewhat different for
þitch falls in thãisyllables withã late pitch were perceived as both relatively more prominent and
longer. This suggests that, at least for Dutch subjects, the relationship between perceived
prominence and duration is complex. This basic conclusion is supported by Hermes (1991) who
argued that the timing of pitch movements, per se, may not be the most important factor
determining prominence in Dutch, but rather this timing may determine the kind of "pitch
movement with which a syllable is accentuated."

The present study compares the effect of the timing of pitch movements and language
background on the perception of both syllable duration (Experiment 1) and prominence

@xperiment 2) by Estonian and English listeners.
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METHOD
Stimt¡li
The stimuli consisted of sequences of five monosyllables ([bob]) in which the third monosyllable
had a pirch rise. The pitch pattem was superimposed on a slow F0 declination across the entire
sequence of monosyllables as shown in Figure 1. The pitch rise started at 105 Hz and rose (over
120 ms) to l40Hz¡' it then declined to l3l Hz by the end of the third monosyllable. The pitch rise
began either at the onset of the vowel (0 ms onset) or 60 ms following vowel onset-this va¡iation
is similar to Rump's (1992) pitch movement onset factor. The experiment also manipulated the
vowel duration of the third monosyllable as well as the timing of the pitch rise. In particular,
vowel duration could be either 400, 425,450 or 475 ms. Please note the these 5-syllable
sequences differed qþ in terms of the third syllable.
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Figure l. Schematic of the basíc pitch contour used (oßet diÍîerences not shown).

Procedure
In each experiment, subjects heard expg!¡nental trials. which consi sted a¡. anchor sequence _and a
comparison sequence sepaftted by a 500 ms interstimulus interval. There were two different
anchors. In one anchor, the third syllable was 400 ms in duration with a pitch rise that began at
vowel onset (0 ms). The third syllable of the second anchor was also 400 ms in duration, but had
delayed pitch rise (beginning 60 ms after vowel onset) The comparison sequences represented
either one of the anchors, or any of the other sequences (each of which had physically longer third
syllables with a 0 or 60 ms pitch rise), The same set of comparison sequences were paired with
each anchor sequence. In Experiment l, subjects were required to indicate which sequence in a
nial pair had the longer third syllable. In Experiment 2, subjects were required to indicate in which
sequence the third syllable was "more prominent." Each possible pair of sequences was presented
four times (twice with the anchor in first position, twice with the anchor in second position) in
different random orders for the two experiments.

Subjects
There were two different subjects groups: twenty-three native speakers of English (living in
Columbus OtI) and thirty-three native speakers ofEstonian Qiving in Tarnr, Estonia). Subjects
participated in both experiments (and always completed them in the order Experiment l,
Experiment 2).

RESUI.JTS
As shown in Table l, there was an overall tendency for both subject groups to perceive the second
sequence as either longer or more prominent than the first sequence. This is very possibly due to a
type ofrecency effect, making the relative "importance" of the second sequence (which was last
heard) greater than that of the first sequence. However, since there was no significant difference
between the two language groups in terms of this position effect (for either duration or prominence
judgements), we will ignore positional variations in further descriptions ofthe data. Note, here
and elsewhere, all significance tests were done using chi-square statistics.
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Experiment I
Estonian 43.8

47.5
56.2
52.4English

Experiment

Table l. Percentage ofresponses ídentifyíng eithzr thefirst or second sequence as "longef' (in
Experíment I ) or "ntare prominznf' (in Experinent 2) across all experimental trials.

SEQUENCEPOSnON
First Second

One way to quickly determine the possible effect of the timing of the pitch rise upon peJcelvgd
duration and proininence is to examine responses from those experimental trials which paired the
different anchor sequences (a direct, "head+o-head" comparison). As shown i!,Table 2, the
Estonian listeners judged the 0 ms anchor to be longer about as often as the 60 ms anchor.
However, these same listeners judged the 0 ms anchor to be prominent 157o more often than the 60
ms anchor. The English subjects show a significantly different pattern for both duration and
prominencejudgeménts (at the .05 level). For the English responses, the 60 ms anchor is more
often judged to be both longer and more prominent than the 0 ms anchor.

Table 2. Percentage of respoßes idÊntfuing eíther the 0 ms or 60 ms pítch onset anchor tol<ens
as " longer" (ín Experiment I ) or "more promincnt" (ín Experiment 2 ) when the these wo dffirent
anchors arc compared direcþ ('head-to-lwad' ) in an etperimental tríal.

2
Estonian
English

Experiment I
Esønían
Englßh

Experiment

42.8
44.9

57.7
55.1

51.6
4t.3

48.4
58.7

ANCHORTOKENS
Oms 60ms

2
Estonian 57.6 42.6
English 43.2 56.8

Shown in Table 3 is a breakdown of the responses when only one of the sequences in an
experimental trial was an anchor. This table shows the percentage of time that the third syllable of
the anchor sequence was identified as "longer" or "more prominent". Remember that in these
experimental trials, the comparison sequence wæ always physically longer.

As expected, for both language groups, the number of times an anchor sequence was judged as
being longer or more prominent decreased as the duration of the third syllable of the comparison
sequence i¡creased. In general, the Estonian subjects show little (non-significant) difference in
duration judgments as a function of the timing of the pitch rise. The most critical comparison
(highlighted in the table) is the mean rcsponse of 0 ms anchor vs. 60 ms comparison and 60 ms
anchor vs. 0 ms comparison; that is, those trials in which the anchor token has a different pitch rise
onset from the comparison sequence. For duration judgements, this comparison is almost identical
for Estonian subjects (23.l%o vs.2Z.lVo). This difference is only slightly larger (and only of
borderline significance) in the prominence judgements (37 .57o vs.33.3Vo).

Again, however, the revene is true of the English subjects, the 60 ms syllable is judged to be
both longer and prominent more often than the 0 ms syllable. For example, in this critical
comparison described above, English subjects show a significant difference both for the du¡ation
judgments (l3.2%o vs.2.4.5Vo) æd.the prominence judgments (17 .l%o vs. 26.57o). It is interesting
to note that for these data, English subjects seem to be more affected by the durational differences
between the anchor syllable and the comparison syllable in making their prominence judgments
than the Estonian subjects (i.e., the physically shorter anchor is identified more often as more



ESCA Workshop on prosody 1993

9.7 16.8
14.5 22.112.1 19.5
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iËËi.ï'i:""iï,ii,iü?.,"'ï:ï*ä¿',,?',i,l,f '1,6'àäxîy*ï"iåîå?J:#,Hî,trií?;this previous experiment on perc"pdd 
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between anctør and conþarison *c**;; ;;;iã¡:ff;;h:pítch onset (are in bord itarics).

COMPARISONTOKENffi *=Wffi,';
Experiment I (Duration Compar¡soni

ANCHOR

EstaníanData
0ms
60 ms
Mean

English Data
0ms
60 ms
Mean

27.4
32.3
29.9

22.0 1.0.2 23.1
14.0 13.4 21.0
18.0 ll.8 22.1

25.0
42.4
33.7

l?.\ 6.8 t4.6 17.7 tt.4 10.6 13.2
?2_.0 e.r 24.s 2B.o ir'.i 'í'.e 'ií.ttl:t 8.0 te.6 22.s tj'.¿ ó:i ií'.sExperiment 2 (prominencã-Comjarisoít

13.9
20.1

41.4
29.0
35.2

15.2
21.2
18.2

35.0
38.7
36.9

35.3
31.5

13.4
19.4
16.4

37.1
35.5
36.3

20.0
21.6

36.0 37.s
21.0 29.6
28.5 34.5

15.9 17.7
13.6 22.2
14.8 20.0

Overall
Mean
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24.4
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0 ms 34.1
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English Data
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32.0

3t.7
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30.4

33.0
33.3

33.2
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31.8
26.9
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*";ä"ryå:Ï t he linguistic informatiott, ptosot]v.cottvevs- par^a; and nonl.ing'uist:' i'i!?: 
-

maLion. The prcseltt paper ¿;At tp"'¡n'ätty wíil¡ the.rol" of intonation ilr ¿ransnll¿tlng

¿i¡p 5pp¿Jier's attiLuc)e/inteni't'oÏ'i""i;'':i:;;'Ï^p^t'"se Short derlaraLive senl'ences' ulr'ercd

äiriì*'¡äi ^r"r"iri¿"!iír,,",,rír,,r','*[i"iraii"¿ 
Lo frnd theír acouslic coÜelates. Petcep-

tual exoerimerts were aiso ,;;';i:r;'"d'r;;;;'rlt"-"à." urterarces as stimuJí to frnd ouL the

a cc u raiy / reli abili¿v of ¿rartsmission'

1. INTRODUCTION
Recent studies by the present authors and others on^the orosodic features of the spoken

Japaneso have contributed ,ir;Ëì;ih";rr.iä"iiã" "r 
rhe'role of jntonation ìn conveying

linsuisl,ìc information ."".";lri"g;;;ü-tu.iorr ur lexica.l word accent, svntactìc structure

i;å"åi;;;;Ë i;ä,îïr":r.^ri'ä,i¿ä;;;îiéiJ¡ii" r,he p*sont DaDer,*e denne the rin-

guistic informatìon as the irì.iåäti." tr,"iìr ã'"pri.it in or alnos't uìiquely inferable from

tn" 
il1iåi,fftTTiunguirti. information, however, inton^ation also conveys para- a:rd non-

ünquisric information. H"r"'ä'å;il;;"r"ii"e"iJli. information as the information that

is ñot inferable from the *'iti;"-;;;;';;'uutÏt a¿ded ¡u the speaker to modi[y or conr-

plerrrent rhe lìnguìslic i.r",;;;i;;.'F;r'in.iu.n.", a wrirten r"irua" can be uttered rvith

various intonationr't putr,"rn.'iä;;p;;; ditr";;"t intentions' attituães and speaking stvles

which ca¡ be conrrolled by'r;:-r#ji;'ì 
'õ;'i'h; 

"ih"t 
hãnd, nonìinguistic infornration

concerns such factors as the age, gender, idiosyncrasy, phvsical and emotional conditions

of the speaker.s which are oot firäitty related tô the linguiitic or paralinguistic contents of

rhe utr.årance una g"o".utty".ä.i;;;''b;;;;ì;.il"J¡rt¡i speakei...lt is, horvever, possible

;;."th" t;;;i;;io c%ntrol irtãìit*¿v of utterance to convev his/her emotion'

In comparison t"ith l'h" 'i'iåi;åi 
iít" ting"i'tit aspects of intonation' studies on the

para- and non-linguistic 3'tö;;i i"tonttiånîuu" been rather limited' However' studies

on l.hese aspecrs are n. t"ti''ö;;;";i ¡ott.t iol' ttt' basic understanding of hutnan cotn-

munication and for the *ailtiiã"-"f t ftigh-quality man-machine communicatìon through

rhe spoken language. Th" pí;.;i ;;";^ã;.;;b;;'our initial effort toward rhe elucidation

of t¡ese aspects ol 
'ntonu.tot'-uná 

ä"u1. only with t¡e paralinguistic aspects'

2.EXPRESSIoNoFSPEAKER'SATTITUDE/INTENTIONINSPOKEN
JAPANESE

[n Japanese, as in many other languages' a senl'ence can be utteled witll at leasl' sev-

eral difler.eni intonarional p;;i;;;'i; 
"îp;ess 

differences in the atl'itude/inl.enl.ion of Ihe

soeaker. Let us take, r., """ääîräl 
,"påritì". ¿".lurati.ve sentence such as "gakko-e iku,"

ìx;;;il ,,s" . ;h":.i;"i,"ïìih;,i 5pã.ìivi^e-ri'" subjecr. rhc sentence cán be utlered

ïif*"i."iif. the following f,r'e different intonational patterns'

lllDel"aultintonal,ion,indicatingthatthesp.eakerismerclvreoortingthe[ac[thatsolnet 
" ;;'i;;;;ï;ñîï'ìrv'ir'" speaker himself) goes to theic'ool' wiihout further attitu-

dinal/infentional cont mil tnenl"
t2) Asserrive intonarion, i;;i;;ii;c r.har. the.speakcr is deflIitely cotnmitted to thc fact

' '(i."., "[ anL determirled 1o go to thc school )'

tll T"tirråeäiì*-inrånrtioui i"¿i.ii"i 'Irt 
th. speak.r is arldressins, a question Io a
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second person (i.e., "Do you go to the school (now)?").
(4) Ðxhortative intonation, indicating that the speaker is addressing an invitation to a

second person (i.e., "Shall we (now) go to the school?").
(5) Hesitative intonation, which indicates an interrogation to which the speaker is reluctant

to accept a positive response, or expecting a negative response (e.g., "Do you (still) go
to the school (in spite of this bad snowstorm, etc.)?").

On the other hand, some ofthese attitudes/intentions can also be expressed linguisti-
cally by adding a particle (or particles) to the verb which comes at the end of the sentence.
For instance, the original sentence can be made into an assertion by adding the particle
((-yo1' to the end of the verb. Thus "gakkõ-e iku-yo" is an assertion, while "gakko-e iku-ka"
isaninterrogation. Some(butnotail)ofthesefinalparticles(orparticlestrings)andtheir
functions are given be1ow.

255

The addition of ihe pa'ticle(s), however,
does not replace the role of intonation. Thus
the sentence with the interrogative particle
"-ka" is uttered sti1l with an interogative in-
tonation. Furthermore, various modifi cations
of their default linguistic meaning can be in-
troduced by intonation, producing a variety

Table 1. Some of the frnd partìcles anc)
their default {unctiotts.

-ne

-yo

intenogation
confirmation
assertion

offiner 'nuances.' For instance, "gakko-e ika- -ka-ne interrogation
lLai-ka," with a falling intonation indicates a -nai negation
strong suggestioa rather than I n.F?!i*. ill -naj-ka negative interrogation
terrogation, and thus can be considered to
repreãent a directive .ttit"alii"i"iiù". - - -nat-ka-n" n"g"ti

The purpose of the present study is to find out the objective features that represent
these differences on the other hand, and to find out to rvhat extent these differences are
perceived.

3. ANALYSIS OF INTONATION EXPRESSING PARALINGUISTIC IN-
FORMATION

3.1 The speech material and the rnethod of analysis
The sentences used for the current study has a very simpÌe syntactic structure consisting
of an object phrase and a verb phrase. The object phrase consists of a noun plus an
accusative pa,rticle "o", while ihe verb phrase consists of a verb with or without being
followed by a particle or a string of particles shown in Table 1, introducing various linguistic
modiflcations of the original verb. Thus a total of eight sentence types (the original and
its seven variants) are selected.

Since there exists al interaction between the intonation and tlie lexical accent of the
constituent words, both 'accented' and 'unaccented' words were chosen fol the noun and
the verb; i.e., the accented "mamel" (bean(s)) ald the unaccented "ame" (candv) for the
noun, and the accented "milru" (to look at) and the unaccented "niru" (to cook). Com-
bination of these sentence types and rvord accent types produces a total of 32 sentences.
The number is further doubled by adding the polìte form of verb ending (e.g., 'rnimasu'
instead of 'miru'), resulting in a total of 64 sentences.

Dach of these sentences was uttered rvith lour or five different attitudes/intentions by
four informants rvho were adult speakers of the common Japanese (i.e., the Tokyo dialect).
At least three utterances were produced by a speakel fol each sentelce.

The speech material was digitized at 10 kHz with 12-bit precision. Fundamental fre-
quencies were extracted by a modifled autocolrelation rnethod, and the -Fs contour was
further analyzed using a model of the process of -t'¡ contour generation (Fujisaki and Hirose
1982). In addition to the phrase and accent conìponents which constitute the -F¡ contour
of a declarative sentence with a default intonation, paralinguistic modification is often
found to be expressed by another positive component lvhich occurs torvard the end of an
utterance. AÌthough this component may involve a mechanisrn other than that for tlie
accent component, ìt was assumed in the present study that this cornponent is generated
by |.he accent control nrechanism.
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3.2 Results of Fo contour analysis
Figure I shows the waveform, the 1lo con-
tour and its closest approxirnation obtained
by Analysis-by-Synthesis togethel rvith tlie
extlacted phrase cornpor.Lent, and the ulder-
lying accent commands. The panels on the
left-hand side ale for the sentence "rnamel-o
rnilru," and those on the right-hand side are
for the sentence "rnarnel-o niru." The lum-
bers on each panel indicate @ default, @ as-
sertive, @ interrogative, @ exhortative, and
@ hesitative intonations, respectively. Corn-
parison of these and other analysis results can
be surnrnarized as.follows.

(1) Of aU the five different intonation pa,tterns
analyzed, @, @ and @ are commoniy char-
acterized by a large utterance-final lising
component, but its tiniing and magnitude
are different among the three cases and dif-
fel also depending on the accelt type of the
verb. Signilìcant dillerences also exist in
the local and global tempo, especially for
@ a.nd @.

(2) Compared with the default intonation @,
the æsertive intonation @ is accompanied
by a slightly faster overall speech ra,te and
a longer accent conmau.d for tlie verb.

(3) Compared with the default intonation @,
the interrogative intonation @ has the sin-
ilar overall speech rate except for a longer
final mola, accompanied by a significantly
larger final rise command. When the verb
is accented at the initial rnora, this lise
comrnand appears as a separate comm¿nd
which is much larger than the accent corn-
ma.nds of the 'accented' morae of the verb
as well as for the object (noun), starting ap-
proximately at the segmental onset of the
vowel of the final mora. When the ve¡b
is unaccented, however, this rise cornmand
coincides with the accent command fol tlie
second mora of the 'unaccented' verb, and
starts approximately 30 msec prior to the
segmental onset of the vowel of the flnal
mora. Thus the timing of the final rise is
siginiflcantly difrerent depending on the ac-
cent type of the verb.

(4) Compared with the interrogative intona-
tion @, the exhortative intonation @ is
quite similar except that the magnitude of
the final rise command is lowel.
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Figure 1. Resu/ts of ana,lysis of F¡
contouÍs for tlte senteltces "mame] -
o mil ru" (lett) and "mamel -o niru"
(right), vith Q de[ault, @ assertîve,
@ interrogative, @ exhortative, and @
hesitative intonations.

(5) Compared with the interrogative intonation @, the hesitative intonation @ is charac-
terized by a marked change in the local tempo, i.e., the elongation of the f,nal mora by
a factor of two or more. This elongation is also accompanied by a delayed onset of tlie
final rise command, starting at approximately 40 msec after the segmental onset of the
vorvel of the fnal rnora. The rnagnitude of this rise command is sirnilar to that for the
interrogative intonation, but its duration is increased.
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4, PERCEPTION OF SPEAKER'S ATTITUDE/INTENSION IN SPOKEN
JAPANESE

The results of analysis mentioned in the foregoing section have indicated that differences
in the attitude/intention are reflected in the acoustic characteristics, mainly in the ,F6

contours and segmental durations. It remains to be investigated, however, whether or
not the intended paralinguistic information is perceived as accurately as in the cæe of
linguistic information such as the word accent type, etc. Perceptual experiments were
thus conducted using both natural and synthetic speech sound stirnuli.
4.L Experiments using natural speech
One utterance each of the five variants of the sentence "rnamel-o mi-masel-n-ka," uttered
by one maJe informant ol the common Japanese, with five different attitudes/intentions
rvas selected from the recorded speech samples. In this case, a default (neutral) intonation
indicates a directive attitude and a fa,lling intonation indicates a confirmative attitude,
while interrogation, exhortation, and hesitation are expressed by more or less similar
intonationa,l patterns as in the case of "mane.ì-o milru." They were alranged in random
order with an inter-stimuli interval of4 seconds and plesented through ìreadphones to the
subjects, whose task wæ to identify the five attitudes/intentions.

Two normal-hearìng subjects, who wete both speakers of the common Japanese, took
part in the experiment. Table 2 shows the averaged results of the two subjects in the form
of a confusion matrix. The numbers indicate the percentages. It can be seen that the
attitudes/intentions of the speaker are identified fairly accurately except for the confusion
between interrogation and exhortation.

Table 2. Results of¿ petceptual expeñment on the accuracy of recognitìon o{ speaker's
attitude/intention. The stimuli are natutal utterances of "mame-o mima-sen-ka" ut'
tered with frve different attitudes/intentions. The numbers indicate the percentage.

Response

Stimulus
directive confirmative interrogative exhortative hesitative

@ confirmative

@ interrogative

@ exhortative
hesitative

257

97 3

100

J

72

at

58

65

30

4.2 Experiments using synthetic speech
While perceptua.l experiments using natural speech confrmed that the paralinguistic infor-
mation concerning the speaker's attitude/intention can be trarsmitted rvith a fail degree
of accuracy in natural speech, further investigation was rìecessaty to obtain a guideline
for speech synthesis by rule. Thus another perceptual experiment was conducted using

synthetic speech stimuli for the sentences "mamel-o millu" and "arne-o niru."
Although the details cannot be given because of space limitations, the results of this

perceptual experiment showed the range ofparameter values lor each intonational category
ãnd also indicated the influence of the word accent type of the verb on the timing of the
comma¡rds for the terminal J76 rise for interrogation, exhortation and hesitation.
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Modeling the Production of Prosody
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ABSTRACT
This ntoríal reviews some of tlæ insights gaíned from ftfteen years of research on the
proùtction of prosodic categories, concentrating prinrarily on nødeling fundanental
freqæncy pattenu as reflectíons of íntonøtíon and phrasing. It closes wíth a hÍnt ol some
at the directíons in whích this work is beíng extended to understanding the functíon of
prosoùy ín discourse and ø the modeling of other plnnetic dím¿nsiotts.

INTRODUCTION
This tutorial was originally intended to introduce the "Production" ofprosody. In the
course of assigning papers to the different sections ofthis ESCA Sforlshop on Prosody,
however, the organizers have expanded the scope of this section to cover "Models" and
"Synthesis" as well. I can think ofno more appropriate expansion. There is a particularly
intimate and necessary connection between production data and modelling. Absent the
kind of explicit laying out of theoretical assumptions afforded by a well{eveloped rnodel,
particularly by a model which has undergone that most rigorous test of being
implemented in a synthesis system, prduction data a¡e notoriously diffrcult to interpret.
To be sure, this difficulty of interpretation is cha¡acteristic of all speech production data,
but it is compounded for prosodic data, where there is not always the immediate theory of
segmentation and contrast that the phonemic principle gives us. That is, for most aspects
of prosodic structure, the contrasts are not the salient lexical conüasts that gave us the
International Phonetic Alphabet for consonants and vowels, Rather, prosodic contrasts
usually involve the pragmatic relationship of a syllable, word, or phrase to other elements
in the utterance or discourse context, the sort of thing that is much ha¡der to inrospect
about than the fact that one word is not another word. A speech scientist who wants to
investigate some aspect of prosody must, therefore, first consciously decide to adopt
some model to guide the design of the investigation and the interp,retation of its ¡esults.

MODELING FUNDAMENTAL FREQUENCY PATTERNS
Nowhere a¡e the connections between data and model building and between models and
synthesis more fully exercised than in the investigation of phonologically contrastive
intonational events as they are realized in fundamental frequency pattems. The location of
this ESCA Vy'orkshop on Prosody in Lund is a felicitous reminder of the models of
Swedish intonation developed here. The decade and a half since Bruce's (1977) seminal
monograph has given us comprehensive descriptive models and sysæms for synthesizing
fundamental frequency patterns in many other languages as well. Indeed for some of
these languages, we have the luxury of two or more competing descriptions. For
example, for English, we have Pierrehumbert's model implemented in the AT&T Bell
Labs text to speech system (Anderson et al. 1984), Ladd's model implemented in the
University of Edinburgh CSTR system (Ladd, 1987), and even an lPO-style system
(Willems, Collier, and 't Hart, 1988). For Dutch, we have of course the IPO model itself
('t Hart and Collier, 1973), and a model implemented at Nijmegen (Gussenhoven and
Rieweld, 1992). For Mandarin Chinese, there have been at least th¡ee different models
(Shih, 1988; Gårding, 1987; Fujisaki, Hirose, Halle, and Læi, 1990), and likewise for
Iapanese @ujisaki and Sudo, l97l; Sagisaka, 1990; Pierrehumbert & Beclsnan, 1988).
The number of languages which have undergone the analysis and experiments necessary
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to constn¡ct synthesis models increases yearly. The system for Gennan by Kohler (1991)
and for ltalian by Avesani (1990) ar€ only two of many r€cent examples.

A notable result of this decade and a halfof work is that we can now say with a fair
degree of confidence which aspects of fundamental frequency pstterns are likely to
generalize across languages, and which aspects are likely to vary. One of the more
important generalizations is that ñ¡ndamental frequency panems in all languages secm to
be related in some way to discourse organization. In general, coherence among words or
phrases can be sþaled when each following F0 peak is systematically reduced relative to
preceding peaks (as opposed to disjunctue, sþaled when a following peak is clearly not
in such a sysæmatic relationship - e.g. by being produced in an expanded pirch range).
In addirion, some languages encode aspects ofttris general tendency in the phonology, by
imposing strictly phonological constraints on the F0 downfend ac¡oss coherent
sequences of phrases. For example, in both standard Cfokyo) Japanese and English, a
large component to the downtrend is phonologically conditioned: each occur¡ence of a
sequence of tones that is grouped together functionally into a "pirch accent" triggers a
particularly large "downstep" of following peaks relative to utte¡Trnces which do not have
a downstep-triggering pirch accent in the same position. Mo¡eover, in both languages, the
downstep seems to be limited in application to a phonological constituent that is
intermediate in the prosodic hierarchy between the prosodic word and the inonational
phrase and a 'teset" of the pitch range occurs at phrasal boundaries (Pierrehumbert and
Beckman, 1988). This similarity is striking when we consider the very different
distribution and function of the pitch accent in the two languages. In Japanese, the
presence of a pitch accent on a particular syllable is part of the dictionary specification
(accented words conEast lexically with unaccented), whereas in English, pitch accents are
praCmatic markers associated to the most stressed syllable in words that are panicularly
salient in the cu¡rent discourse segment. Yet the two languages are alike in that every
bitonal piæh accent triggers downstep.

However, this kind of downstep is not a language universal. In some other
languages, the trigger is different. For example, in Manda¡in Chinese, downstep occurs
each time there is a sllable bearing one of the three lexical ones other than the high level
tone (Shih, 1988). In still other languages, there is no identifiable phonologically
triggered component of the downtrend. For example, in Standard Danish (Ihorsen,
1980) and Chonnam Ko¡ean (Jun, 1989), something like downstep seeûrs to be riggered
by each pitch accent, but there are no miminal pairs of accent type or of accented versus
unaccented words to distinguish a potential phonological trigger from the more general
pragmatic considerations of signaling discourse coherence. Bruce (1982) has shown that
a similar ¡eduction of successive accent peaks occurs in southern Swedish as well, but
unlike in Danish and Korean, Swedish "downstep" is further limited to the region of the
phrase after the nuclear stress (see below). Thus, by careful phonological and phonetic
investigation of the intonational systems of many languages, v/e come across a broad
generalization - that many languages use a reduction of later F0 peaks relative to ea¡lier
ones within a constituent at some level of the prosodic hierarchy to signal discourse
coherence - but that languages differ in whether or how phonological conüasts
condition the downrend.

PITCH ACCENTS AND STRESS
Another notable result of this decade and a half of work on modeling F0 panems in many
languages is that we can now build morc useful taxonomies. In comparing Swedish and
Japanese with English and French in these F0 models, we see that the old impressionistic
dichotomy between "pitch accent languages" and "intonation languages" is not so
compelling. Whereas the older tar(onomy classified Swedish and Japanese together in
opposition to English and French because both have lexically determined pitch contrasts
(accent I words versus accent 2 v/ords in Swedish, accented versus unaccented words in
Japanese), u/e now might note that all four languages have pitch patterns that fit the
deñnition of'pitch accent" - namely, a tone or closely connected sequence of tones that
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is associaæd phonologically to some designated syllable within a word. Thus, tl¡ey all are"prtch accent languages" in some sense. They ali also are ..inonation lanzuases"'in the
ry1¡e gf using tone patterns and pitch 

^range-relarionships to group toeètñet ñordr ínto
lpsodrc phrases of various sizes: all four languages trãve tonatty maiked intonational
pTTr:.T11*nch and Japanese also have a smaller tonally deliniited minorphrase (the
ïrench "rhythm group-' and the Japanese..accentual phrase,).

Given these similarities, the-dimension of lexìcal contrast upon which the older
F*o|gTy hinged now seems a grab bag of fundamentally unrelatid ct¡aracteriitics. ln
ùweotsn, rne lexrcal contrast between accent I and accent 2 is primarily one of pitch
accent shape whereas in Japanese the lexical conrrast invotvesóitctr acóänipr*ìil.nr
alone. and .sh-ape is not. di3tinctive. Borh these rypes 

"f 
t"¡iat i-oñir.ii',i'oîË".

consroerably less.uset'ul in categorizing the prosodic systems of these languaqes than the
rera¡ronsnrp o¡ prtch accent to sentenc€ rhythm. In both swedish and Èngüsh, a basic
i_4T-l^rj_q-"_I!¡r|r- of an,utrrrance is the páuern of alæ-ation Uèr*een ;r;ff; (;ñs"d)
and weal( (unstressed)-syllables, with pitch accent placement functioning tõ ina¡t tné
str,gngesj stressed syllables. They both conrrast in this to French and Japanãse, where the
salrent rhythm.if instg4 a grouping of syllables into tonally marked minor phrases. with
no v€ry compelmg relauonship between pitch accent and syllable prominenie.

-.^:-ll?C^o1î-l,C- 9? lqguages on these,lines leads, fint df all, to a bener understanding,
lDgu],me ,relatlonship öetween-prosodic struct¡¡re and segmental contrasts. Accenteã
l{t]l9l"l (or .accenttte syllables) in swedish and English are very different from
unaccented syllables. The consonants in accented syllables a¡e..stroneei" 1r.*., voiceless
stops,arc sryngly aspirzted), vowels are ronger and more fuily reaizå 6.i., õiäseiiã oepenpnery of the vowel triangle), and, unlike rhe vowels in unstressed syllables, they
cannot be reduced m the noini-of apparent delerion (cf. Fokes -¿-s*á, tóóõ.-odring(leel). characterizes theie differ¿ñ;s iñ;;-.n-;i.*;;i.f;ä';"'ããä,ã íälíuìrË, ¡r,elgtj¡h as one of local ..hyperarticularion": in ianñ;s;ñ;"ï-ãr-ËiÀli.ñiäã'.iæ¿
1¡JlLt!e¡,tr.1ve special sFtusiñ the confrict benveen tr'înËøs oird;p";Ë;;î;ñi,"i*
erron and the needs of the hearer to maximize distinctive (Lindblom, igg0). tn Japanese,
by contraf.t, accented syllables a¡e not different in tengifr Ë,;;., il;ñ;,'iöâ'öL¿
reiS nggy qTefel! ln.pro,pensiry to vowel "reduction". French-is somewhat more akin
to Englrsh and-Swedish in that the (normally final) accented syllable is loneer in duration
¡nan ue sy[abtes preceding it in each "rhythm group". However, closer inlpection of the
fl:pg,:4,r9T...rnvolved shows rhat this.þgthening is more like..pie_boundary,,
re¡^g¡ne¡ung rhan rt is like the accentual effect in English (Fteæher and vatiidotis_Bateson,
.l99!I .A: Martin (this volume) puts it, the ctaïacter¡sdci ói;trresJin F;-n;ï arc- parucularly elusive" by comparison ûo those in English or Swedish.
, !4tegori.zJng sy"sqt with English and Frencliwith Japanese on rhese srounds also
reaos to predictive ilsig_hls about.the- ways in which such discou¡se categori-es us ¿broad
versus na¡row focus" will be realized in ihe prosody of naturally occ""iñÈ 

"tti.-*,î. 
r"

?nglt! and.swedish, rhe_notion "nucreai steiÉ"-ièètns to be a useful concept in
oescnDlng wnat happens when narrow focus is placed on a particular word or phrasi. In
Do¡n ranguages, Îôcus is related to the placement of a phras-al tone (the ..phrasi accent"pro4er 

- see B_ruce, 1977; P_ierrehumËen, l9g0) whiôh is urs"iuÈ¿1o'trt" *oiã *itr,
nuc¡ear sEess. In a context-that puts broad focus on a sentence (with no sinsle word or
¡lrase particularly-more salientìn the ¿iscoursé), trrãffiËafrË;;ii'ul"iãtJiå tr,,
utterance. Narrow focus on a word earþ in the uüerance can be effected bt*r*üd;;
the phrase accent to that word, thus efíectiveryii;pËi"; rË;ü,rãäidrJ,äãîi.o
o!!er than rl¡e one that would norma[y ¡ear it. irraiè'¿¿àrier ttre ea¡iv-¡ocus w¡n üéü u"gfferentiated from materiar before it, eithet ùiãåäcce;¡ñ;äì r"lffiü"#d;il rh"inærmedilqpþ¡e in the case orEngiirrrpi..Ër,u-.u"rt,*ibiol, õiîîäå,irñËü¡åä u,"
1,T:l!r or au rouowing wor{¡, in the case of swedish (Bruce, lgg2). In tenirs oi ttreorscourse structure, we can think of this.pattern as a stråtegy ór incróasing,the ,"iãtine
stress of one word by reducing (or removiig) the prominencãäfa"uõ;iü ;d;d. 

*"
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This straægy differs markedly from that in Japanese and other languages that are
prosodically like Japanese. In these languages, focus primarily involves patterns of
phrasing and the¡e is nothing like the notions "phrase accent" or "nuclear stress". The
fundamental frequency modeling work described above shovvs that both Japanese and
French have a tonally demarcated smaller prosodic phrase within the larger intonational
constituent" and nar¡ow focus seems to be rcalized primarily by deleting the tonal ma¡ks
at following phrase bounda¡ies. In Japanese, the deletion oflater tones effectively groups
everything after the focused word into a single accentual phrase together with the focused
word @ielrehumbert and Beckman, 1988). In French, on the other hand, the deletion of
post-focus tones does not apply to the rise at the end ofthe focused word itself unless the
word is very short. Unlike in Japanese, therefore, the deletion of tones after narrow focus
groups the post-focus maærial separately from the focused word into a kind ofposdocus
"tail". This is somewhat oversimplified, of course, in that standard European French
today is beginning to acquire an "extra" pitch accent - l' accent d insistence - that is
inserted toward the beginning of words with nanow focus (fouati, 1987). Sti[, in bottr
languages the general strategy is one of reducing the salience of following material
relative to the word with narrow focus by erasing "normal" tonally-marked minor phrase
bounda¡ies, where English Qacking this level ofphrasing) reduces the relative salience of
following material by erasing "normal" tonally-marked stresses. Thus, marking the edges
of minor prosodic phrases in a language like Japanese is some ways functionally
equivalent to marking stress by pitch accent placement iin a language like English. The
distinction becomes particularly important when we try to extend the investigation of
prosody and focus from the constructed material of lab speech to other, richer rhetorical
styles or to spontaneous dialogue.

BEYOND SYNTAX
Indeed, it seems fai¡ to say in general that the extensive gathering ofproduction data on
fundamental ûequency and the modeling of fundamental Arequency pattems in association
with phonological description of intonational categories has now led us to a point \phere
we are beginning to glean more useful insights into the functions of prosody in natu¡al
dialogue, Much earlier work on prosody concentrated on its relationship to syntactic
srucn¡re. Phonologists have long attempted to predict the stress pattern of an English
utterance from its syntactic organization. In the same vein, phoneticians have long
investigaæd the role ofprosody in disambiguating syntactically different but segmentally
identical strings such as Fast man offrade bonden, och lõparen hðlsade kungen @ruce,
Granstöm, Gustafson, and House, 1992). Since the occasions must be extremely rare
when comprehension hinges crucially on deciding between such contrastive readings, this
research may seem irelevant to the technology of speech synthesis or spoken language
understanding. However, it would be a mistake for those concemed with technological
applications to dismiss the results of such research. Even in the absence of two or more
likely syntactic parses, prosody organizes speech in a way that is apparently critical for
understanding. Pitch range relationships and accentuation pattems help listeners to parse
topic sFucture and to resolve anaphoric reference (e.g., Hirschberg and Pie¡rehumben,
1986). Work such as that of Silverman (this volume) demonstrates clearly that modeling
such aspects ofprosody is paramount in achieving natural and easily intelligible synthetic
speech. Moreover, given the otherwise contrast-obliterating effect ofprosodic position on
segmental realization (e.g., Pierrehumbert and Talkin, 1992),a good understanding of
intonation and prosody is also directly relevant for robust recognition of segments. The
last decade and a halfofresearch on prosody has thus taken us well beyond an inordinate
emphasis on syntactic contrasts.

With this coming of age of our understanding of the role of prosody in recognizing
segments in connected speech and in cueing discourse structure, there is also a very
encouraging merging ofresearch traditions. On the one han{ there is the detailed sorting
out of prosodic categories proper in well-controlled phonetic experiments (the many
references cited above), and on the other, there is the mo¡e impressionistic descriptions of

26r
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larger speech corpora, including records of spontaneous speech (e.g- Altenberg, 1987).
Researchers trained in one or the other of the sets of disciplines relevant to these two
different Eaditions a¡e now taking better advantage ofeach other's research in analyzing
largc corpora. This rend was well illustrated at the last International Conference on
Spoken Language Processing by the many papers that combined the nrro approaches. As
it becomes more feasible to gather and store ever larger corpor4 the importance of well-
controlled background work in the laboratory becomes more apparent. And, as
Ostendorf, Price-and Shattuck-Hugnagel (this volume) point out, a good understanding
of the relevant prosodic unis (such as that which has been achieved for many languages
through the detailed laboratory work of the last decade and a half) is prerequisite to the
usc of more general stochastic models in analyzing large spoken corpora. We see
recognition of this especially in the emergence ofcooperative efforts to build prosodically
labelled databases, such as the development of the ToBI conventions for transcribing
intonation and phrasing in English (Silverman et al. 1992).

BEYOND FUNDAMENTAL FREQUENCY
One thing that has also become clear with the development of these prosodic labelling
systems, however, is how much room for basic research there still is in aspects of
prosody other than fundamental frequency modeling. Work on articulatory correlaæs of
rhythmic structure, such as De Jong (1991), make clear how poorly understood are the
phonetic bases of local and global variations in speech timing. An equally large problem
is the dea¡th of basic psychoacoustic research for relevant psychological co¡relates other
than pitch. We know enough about pitch perception now that we can intelligently
comp¿ue different phonetic representations (e.g., Hermes and van Gestel, 1991). By
contrast to this, our understanding of the perception of spectral dynamics is still very
limited and new, so new that we have advanced little beyond the guess that durational
correlates of stress in languages such as English and Swedish might be related somehow
to the temporal summation of loudness (e.g. Beckman, 1980.

However, here again, I see strong grounds for optimism. We are at least seeing
renewed attention to aspects of the signal other than fundamental frequency (e.g.
Bartkova, Haffner, and La¡reur, this volume), and as our undentanding of other aspects
besides the fundamental frequency pattems imprcves, so should or¡r pmsodic models and
synthesis. Also, as our understanding of speech timing and of more subtle spectral cues
to voice source patterns improves, we should begin to be able to answer currently
puzzling questions concerning the role of these other phonetic dimensions of prosody in
differentiating pragmatic interpretations of the same intonation pattern (e.g., Hinchberg
and Wa¡d, 1992). læt us hope together for another fifteen years of productive research
on these aspects ofprosody.
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Speaker specifîcity in prosodic parametersl

J. Kraayeveld, A.C.M. Rietveld and V.J. van Heuven2

Dept. of Language and Speech, Phonetics Section, Nijmegen University
P.O. Box 9103, NL-6500 HD, Nijmegen, The Netherlands

ABSTRÁ,CT
Ten time-integrated prosodic parameters were used to assign read-out and
spontûneous speech fragments to the speakers that had produced them. Fifty speakers

of standard Dutch participated in the experiment. They were stratiÍied by gender and
age. It was found, that the parameters are independent of each other in terms of
speaker specificity. In combination, they could correctly assign 73 7o of 500

fragments to the 50 speakers. As expected, dílferences in mean Fowere important for
speaker identffication, but an analysis without mean Fo still resulted in 56 7o correct
classification. Idenffication improves when spontaneous and read'out speech are
analysed sepørately. Thus, speech type is an imponafi factor to control for in
s p e ake r identifrcation.

INTRODUCTION
Research on speaker specific variation is often directed at applications of speaker

recognition (e.g. in fo¡ensic research) and speaker verification (e.g. for electronic
access systems). However, it is also a necessary step in the process of separating the

contrastive and linguistically meaningful properties from speaker-dependent and

meaningless va¡iation. In this contribution results are reported of a research project
that aims at mapping out individual variation along prosodic parameters in Dutch.
First, in carefully selected sentences prosodic parameters were measured that are

closely related to the linguistic and prosodic structure of the utterance, e.g. Fo ar

specific tuming points in an utterance, such as the top of a pointed hat-pattem. These

measures we call poìnt measures.

Not all prosodic parameters require strictly controlled utteÍances. By averaging over
larger stretches of time and over many different segments, some can be made more
or less text-independent. Examples of these time-integrated measures are mean F¿,

certain temporal measures, and perturbation measures (measures for the instability of
a speaker's frequency and amplitude).
In our research project the usefulness of both the point me¿rsures and the time-
integrated measures were studied. Preliminary results on speaker dependent

characteristics of such point measurements weÍe reported earlier in Kraayeveld et al.
(1991). In the present contribution, however, we examine the possibility of separating

individuals using non-linguistic, time-integrated prosodic measures only.
In ten 15 s.-fragments of both read-out and spontaneous speech ten different time-

This reseuch wæ supported by the Linguistic Research Foundation (projectnr. 300-173-006), which is

funded by the Netherlmds organization for scientific rcsearch, I.IWO

Dept. of Linguistics, Phonetics Laboratory, Leiden Univenity, The Netheilands
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integrated prosodic measures were used. Some of these measures have been found

earlier to be very powerfrrl tools in speaker identification. Especially mean Fo and the

standard deviation ofFo appear to be very useful (e.9. Sambur, 1975).

From segmental studies we know that there are large differences between read-out
(or premeditated) and spontaneous speech (eg. Van Bergem et al., 1989). We
anticipate similar, large effects of speech style on the use of prosodic patameters.

Still we would like to know to what extent a single individual displays the same

prosodic behaviour in both speech styles.

One, almost trivial, speaker difference that is reflected in prosody, specifically in
mean Fo, is gender: female voices have about double the F, of males. Therefore our
research was set up to examine speaker dependence of prosodic parameters both
across genders and for male and female groups separately. We want to find out if
individuals can be successfully discriminated when the sex of the speaker is

partialled out, and on the basis of which parameters.

in the experimental design the factors gender, age3 and speech type wilt be

controlled.

METTIOD
Speakcrs: A sample of 50 speakers of standard Dutch was selected that was stratified

for gender and age: 25 male and 25 female speakers, belonging to the age groups

18-25,26-35,36-45, 46-55 and 56-65. Thus, each age groups consisted of five males

and five females each.

Elicítation: In the frst task speakers were interviewed on everyday issues. After
editing out irrelevant material such as interviewer intrusions, an otherwise contiguous

stretch of speech of 75 s. was selected from the end of each recording, and divided
into five stretches of 15 s. each.

The second task was to read out a newspaper-like story. This story consisted of five
paragraphs. Of each paragraph, the first 15 seconds were included. Thus, the read-out

mate¡ial roughly contains the same lexical material.
Analysis parameters: the following time-integrated parameters were determined:

I F'ÀÆAN Mean F'o in Hz.
2 F'COV Coefficient of variation of Fr, the standard deviation of F, divided by

its mean)

3 PPQ Pitch Perturbation Quotient, as defined by Davis (1976)

4PZR Pitch period Zero-crossing Rate, the percentage of triplets of adjacent

periods where duration does not increase or decrease monotonically

5 AMPCOV Coefficient of variation of the absolute peak-amplitude per period

6 APQ Amplitude Perturbation Quotient, analogous to PPQ

7 AZ,F. Amplitude Zero-crossing Rate, analogous to PZR

8 VOICE Percentage of time the signal is considered Voiced

9 PAUSE Percentage of time the amplitude is below threshold

10 RATE Speaking Rate, number of syllables per fragment.

Therc are no clea¡ indications that age is related to speaking behaviour, at leæt not in the 18-65 yr. age

bmcket. Although ou smple wæ stratified by age (see method) we shall not study the influence of age

on the question of speaker sepmtion.
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RESULTS AND DISCUSSION
To determine how well these ten prosodic measures can be applied to the task of
speaker identification, five discriminant analyses were carried out. Discriminant
analysis is primarily a data reduction method, in which parameters are collapsed onto
orthogonal discriminant functions such that the functions maximally separate the
groups. Discriminant functions are linear combinations of variables in which the
weights reflect the importance of the associated va¡iables.
In the first analysis all 50 speakers functioned as 'groups', with 10 data points (five
lss.-fragments of two speech types) per group. Next, the analysis was repeated with
parts of tire data set: the read-out and the spontaneous fragments (50 groups, 5 data
points each), and the sets of female and male speakers (25 groups per analysis, l0
data points).
All discriminant analyses resulted in l0 signiñcant discriminant functions (the
maximum possible number given l0 variables). To show the influence of reducing
the number of dimensions from 10 down to one, the analyses were repeated, limiting
the number of discriminant functions. Figure I displays the percentage speakers that
are correctly classified as a function of the number of discriminant functions.
Although the percentage of classified fragments does not improve substantially when
more than seven functions are included, the further discriminant analyses will be
based on all ten functions. This enables us to compare these results with analyses
from which Fo was excluded. Below, in Table I, for all ñve analyses the variables
are specified that have the highest correlation with the first three (Varimax-rotated)
functions. From this table it becomes clear, that mean Fo is the most important
prosodic variable for speaker characterisation. Apparently this is not only the result
of the obvious fact that men and women differ considerably on this parameter, since
in separate analyses of men and women mean F, was the most important
discriminating va¡iable as well.
It also becomes clear, that it is not only Fothat contributes to the classification ofthe
individuals. If only Fo is allowed as a variable in the analysis, the amount of conect
classification is small, ranging from 9 Vo for males, to a value of 32 Vo for read-out
speech (male and female speakers). Apparently, for Fo there is an interaction between
the factors speaker and speech style, The behaviour of speakers in the two speech
styles is different, and can therefore be better classified if only one speech style is
taken into consideration. Another way to study the role of F, is to exclude it from
the analyses. If the maximally possible number of functions (nine) are allowed, the
percentages of correct classification of the fragments for read out and spontaneous

7o correct classif ication
read-out

sponlaneous
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female

total

'l234567nrr8"rot?un"tl1"
Figure l: Percentage of fragments that is corectly classified in the ¿dimensional spæe spanned by the
discriminmt functions
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Table 1: Conelations betwe€n the thræ most importmt rotated discriminant functions and prosodic
vtriabl* that exceed.50. Below lhe percentage conect clæsification for each analysis, the percentage
corecf classification is shown if F0 is kept out of the malysis (resulting in an malysis with nine
discriminant functions), and if only F, is allowed (resulting in one discriminmt function):

cor. clros.,
only F0

cor. class.

without F0

cor. clæs.

f. 1

r.2

f.3

97o

56 Vo

FÀTEAN .87

I'ZR .85

.92FoCOV

73 {o

tot¿l

32 Eo

93 Vo

FotvtEAN .97

YZR .95

F0COV .95

96 7o

read-out

21 %

82 Vo

roNfEAN .95

PAUSE .91

uR .92

91 Vo

spontaneous

11 Vo

58 9ø

FolvlEAN .87

PZR .88

F¿COV .93

76 Vo

females

9Vo

62 7o

rdvrEAN .84

,FoCOV .90

PPQ .92

74 7o

males

speech a¡e somewhat lower than in the analysis with all variables. However, when
we exclude mea¡ ¡'0 from the separate analyses of male and female speakers, the
percentage corr€ct classification decreases considerably.
In summary, the differences between the speech types (i.e. read-out and spontaneous
speech) appear to blu¡ the speaker differences to some extent. If we comp¿¡re the
analysis of the total material with analyses of only parts of the data, we find that
restricting the analysis to only one speech type improves the percentage correct
classification more than analysing only one of the genders. Actually, the differences
between the two speech types are so large, that in a discriminant analysis with the
speech types as groups, 93.8 Vo of the fragments is correctly assigned to the speech
types. The two parameters that correlate most with the only possible discriminant
function are VOICE (.55) and AMPCOV (.52). Mean l'o does not play any role in
this tunction (-.10).
An analysis with the two genders as groups yields about the same percentage of
correct classification as in the analysis of the speech styles: 98.4 7o of the fragments
was assigned to the correct gender.
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Prosodic regularities in the surface structure of
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ABSTRACT
This paper is concerned with tlæ descríption of the torul patterning of qucstions in
Frenèh. The results are based both on the analysis of interviews recorfud from
broadcast programes and on an experinæntal sudy of simulated dialogues which
cowinte an iíntermediate level between read-aloud &contetûualked utterances and mly
spontaneous speech. Special attention ís paid to the recurrent downstepplng pitgh pattern
which appears to cowtitute an important feature common to most oÍ the basíc types of
qucstions analysed here,

INTRODUCTION
This study deals with the tonal organisation of questions in French. It is part of a larger
project aiining at describing the prosodic pattem ofGeneral French within thc fra¡nework
of the parametric approacli used in Aix. This approach has lead in the recent past to the
develoþment of two related models: a phonological model and a model of production.

Ttrè core system of the phonological model is fomed by two hierarchical constituents:
Intonation Units and Tonal Units to which language dependent tonal templates are
assigned fiIint, 1988,; Hirst & Di Cristo, 1984).

The model of production is designed to model an Fo curve by selecting two
parameters: local Fo targets (roughly but not entirely equivalent to the "turning points" of
ihe Lund Model) and an appropriate interpolation function for connecting these targets
(Hirst, l98l).

Thanks to the implementation of the model on a mini-computer (Hirst & Espesser, in
press), it is now possìble, among others, to factor out automatically an Fo curve into two
õomponents: a macroprosodic cbmponent and a microprosodic component @i Cristo &
Hirst, 1986), the former consisting of a smooth underþing curve. This curve is viewed
in this approach as a phonetic level ofinterpretation ofpirch variations which constitutes
an interfãce between acoustic raw data and the higher levels of the phonological
repr€sentation ftIint & Di Clisto, 1992; Hirst & al., this volume).

MATERHL AND METHODOLOGTCAL PROCEDURE
The results which are presented in the next section of this paper are based on general
observations arising from a preliminary study of interviews recorded from broadcast
programs completed and illustrated by analysis of simulated short dialogues which were
recorded by four subjects (two male and two female).

Turn-uiits in the dialogue consisted of short questions and answers, the former being
of four types: a) yes-no Qs (Ia voisine de Ia cousine de I'anie de Sylvie? ), b) elliptical
Qs (Et la copine de l'ani du¡nari dc Corine?),c) altemative Qs (Iavoisine de la cousinc
de fatnie de Sylvie ou la copine de l'a¡ní du ¡nari d.e Coríne?), and d) left-dislocated Qs
(lavokine de la cousine de l'ømie de Sylvie , elle vit awsí en Suisse?). These turn-units
have been chosen to be formed either by a single IU or by two IUs, each corresponding
to an information-unit. As can be seen from the preceding examples and from the
following dialogue, these rus a¡e nominal utterances including three to five syllable
stress-groups.
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- Tu penses qu'elle viendra demain?
- Quiça?
- I¿ voisine de la cousine de I'amie de Sylvie.
- La voisine de la cousine de I'amie de Sylvie ou la copine de l'ami du mari de

Corine?
- Non, la voisine de la cousine de I'amie de Sylvie.
- I.a voisine de la cousine de I'amie de Sylvie, elle habiæ en ltalie?
- Non, elle vit en Suisse.
- Et la copine de I'ami du mari de Corine, elle vit ausi en Suisse?
- la copine de I'ami du mari de Corine? Non, elle réside à Paris, la copine de I'ami

du mari de Corine.

To describe the tonal patterns of questions embedded in the dialogue, a clear
distinction is made between global and local characteristics affecting, respectively, the
whole IU or simply a part of it as, for example, the pitch contour associated with the
nucleus. Recu¡rent characteristics, i.e. iterative tonal patterns which are associated with
smaller sequences such as stress-groups, are also taken into account since they also make
up utterance rntonauon.

RESULTS AND DISCUSSION
We begin with some preliminary remarks about stress in French. Besides nuclea¡ stress
and emphatic stresses which are beyond the scope of this study, French possesses both
primary and secondary stresses @asdeloup, 1990; Di Cristo, forthcoming).

Secondary stress, when prcsent, generally affects the initial syllable oflexical units
in, whereas primary stress occurs regularly on the last full syllable of a group of words,
giving rise to a right-headed sEucture @i Cristo & Hi¡st, in press). Since the main cue
for rhythmic stresses is pirch prominence (Rossi & Di Cristo, 1980), we used the term
Tonal Unit, (IU) to refer to what we have called the stress-gtoup here (Hirst & Di
Cristo, 1984) . Only TUs ending with a primary sress will be considered in this paper.

Let us consider first as a reference for'a comparison the basic IU of a simple
decla¡ative utterance conesponding o a single information-unit, The tonal configuration
of such an IU (Figure la) can be described as globally rising-falling. The initial rise
which constitutes the onset pitch accent of the utterance is aligned with the f¡rst accented
syllable and the pattern finishes on an extreme low pitch associated with the nucleus. A
downtrend can also be observed joining the maxima of the utterance

As regards the recurrent pitch pattern, it can be accounted for by a general rule which
specifres â rising pitch movement (from low to high) at the end of each TU, except the
last one, so that the template of this iterative TU can be defined as þ Hl.

IUs in question structures can be classified into nvo types depending on the direction-
rising or falling- of the final pitch contour. For yes-no Qs, which belong to the "final-
rising" type anil which a¡e cha¡acterised by a globally rising-falling-rising pattern, it is
possible to formulate the following rules.- If the IU contains one or two TUs, its pitch pattern, with the exception of the final
rise, is similar to that of the declarative utterance. On the other hand, if the IU is formed
by more than two TUs ( Figure lb), the recurrent pitch pattem of TUs between the fint
(which also exhibits an onset pitch accent similar to declaratives) and the last (which
contains the final rise) is different from that of a corresponding declarative, consisting of
a sequence of lowered pitches or downstepped tones , so that the template of such an UT
can be defined as [D].

It is noteworthy that this description also applies to [Us of the "final-rising" type
which are embedded in more complex question structures and which correspond, for
example, to the first term of an alternativaQ (such as: "1¿ vo¡iine fu la cowíne de l'a¡nie
de Syivíe ou la copine de I'ami du mari de Corine?") or to the rhematic part of a Left-
dislocated Q (such as: "La voisine de la cousine de I'amie de Sylvie, elle habite en
Iølie?")
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This downstepping pattern in questions with a final rising contour has already been
described in a previous study (tlirst & Di Cristo, 1984). Something similar seems to be
implied by the decriprion proposed by Manin (1981) which accounts for a difference in
the prenuclear pitch pattern ofFrench utterances as conditioned by the form of the fïnal
falling or rising contor¡r, appealing o a general principle of "contour opposition"

If this were the case, we should expect questions with a final falling contour to show
recurrent rising prenuclear pirch movements, just like decla¡atives. This is not what we
obseve however for IUs in question structur€s lvhich belong to the "final-falling" type",
such as elliptical Qs (e.9.: "Et la copine de I'ami du mari de Corine?"), the second term of
alternative Qs (e.g.: "La voisine de la cousine de l'amie de Sylvie oa Ia copine de larni du
mari dc coríne?") or the thematic part of left-dislocated Qs (e,g.: " La voísíne dc la
cousíne de I'amie de Sylvie, elle habite en ltalie?") and which exhibit a global pitch
pattern which is either rising-falling, or simply falling, depending on the place of the
onset pitch accent. In fact, it is particularly interesting to observe (figure lc) that these
IUs, which all end either with a conclusive fall (mainly when they conclude a turn-unit)
or with no final contour at all (when they are embedded in an utterance) are also
characterised by a recr¡rrent dorvnstepped pitch pattem. The regula¡ities which have been
shown in the present paper seem consequently suggest that the downstepping pattern in
fact constitutes a tonal feature of questions in French and not simply an anticipatory
feature of a following rising contour.
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ABSTRACT
We ilescri.be a geneml øpproach to computational moileling of prosoily that combines

statisticøl moilels uith linguistic theory. Støtistical mod,els prooiile ø mechanism for
representing uariabilitg, Jor automatically training parameters, and tor a,nalyzing large

cor?oro.. Linguistic theory prouid.es mod,el structure anil guiiles feature eatrøction' We

illustrate the approach with ecarnples lrom our own work anil from the worlc of others.

INTRODUCTION
R.ecentl¡ prosody ¡esearch has seen increased use of corpus-based analyses and auto-
matic learning techniques. In particular, statistical techniques have played an important
role in advancing our understanding of prosody, as well as our ability to model prosody

computationally for automatic speech processing. Still, these techniques, which are

driven by the need to develop robust and portable modeling techniques, are currently
underutilized because of cultural differences among linguists, computer scientists and

engineers. Here we try to help bridge the multi-disciplinary gap by outlining some sta-

tistical methods and providing examples of their use when driven by linguistic theory.
Statistical techniques have long been used in speech resea¡ch in the analysis of signif-

icance and in socio-linguistics for sampling of large corpora, but some researchers have

been wary of more extensive use because the development of linguistic insights has often
been ignored in statistical modeling. Howevet, the use of prosody in automatic speech

processing cannot ignore advances in speech recognition using statistical techniques,

which have the advantages that they model va¡iability (e.g. randomness due to incom-
plete knowledge of sources of variability) and that automatic training methods exist
for porting or adapting the models to different speaking styles or domains. Further, in
the scientifrc aim to unde¡stand human speech communication, statistical techniques
are important in that they enable the use of large corpora, which is important because

huma¡r intuitions can under-represent the full range of prosodic structure that can be

uncovered through the analysis of large corpota. In addition, the use of la.rge corpota
can provide data representative of normal communication, while reducing the need to
control context.

Of course, statistical techniques do not provide all the answers. Stochastic models
ca¡ have burdensome data requirements unless constrained by linguistic structure, and
analysis of large corpor¿ is more informative if driven by questions raised in linguistic

lRrsearch wæ jointly funded by NSF and DARPA, NSF gruts IRI-8805680 and IRI-8905249'
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theory. Thus, combining linguistic and statistical methods can provide insights and
results beyond the reach of either approach alone. In the next sections, we further
elaborate on this theme by describing general methods for combining statistics and
linguistics, illustrating these with specific examples, and discussing future directions.

COMBINING LINGUISTICS AND STATISTICS
In the context of prosody modeling, we use olinguistics" to include both phonological
models of abstract units (i.e. prosodic phrase constituents, prominence, and intonation
markers) and phonetic hypotheses about their observed acoustic correlates (i.e. f0, dura-
tion a¡d energy). By astatistics", we mean both statistical data analysis and modeling
techniques, recognizing two roles for statistical techniques in prosody research: (1) to
generate a¡d test hypotheses about factors that influence the phonetics and phonol-
ogy of prosodic patterns, as weil as to assess our level of unde¡standing of sources of
variabilit¡ and (2) to model prosodic patterns for automatic speech processing.

In data analysis, linguistics can provide hypotheses to test statistically, and/or we
can use distributional analyses to generate hypotheses to test with traditional percep-
tion and production experiments. For va¡iables with ditrerent interrelated conditioning
factors, multi-factor analysis techniques may provide more powerful tools than signifi-
ca¡ce tests. Automatic clustering and techniques for estimating model orde¡ may help
answer (or pose) questions related to the number of abstract units needed to repre-
sent diferent prosodic phenomena. Finall¡ multi-modal and hierarchical models may
expose distribution differences not evident from mean computations.

In computational modeling, linguistic theory provides the model structure, re-
ducing dimensionality to a practical size, and drives the signal processing or feature
extraction. Examples are in the next section; here, we describe general statistical
techniques appropriate for prosody modeling. Classification and regression trees (or,
decision trees) are particularly useful fo¡ handling a combination of categorical and con-
tinuous variables, all of which are dependent, a common situation in prosody. Decision
t¡ees take a vector of features as input, and predict or estimate a variable after a se¡ies
of binary questions about the features, modeling their dependence without making ex-
plicit prior assumptions. In prosody modeling, decision tree variables draw on features
traditionally used in synthesis and/or recognition rules, but the sequence and number
of rules (tree structure) and their threshold values are learned automatically. While
decision trees are powerful, they can only predict a single variable or vector; other tech-
niques are needed for handling sequences of variables (random processes). The most
common techniques used are the Markov source model, and the hidden Markov model
(HMM), which combines a Ma¡kov chain with a random observation model. Both types
of process models can incorporate decision t¡ees to handle non-homogeneous features.

PROSODY MODELING EXAMPLES
Data Analysis. In developing a model with ma.ny variables, tabulating results for all
combinations of factors is impractical. Some a^lternative analysis methods a¡e illustrated
in [11] for duration modeling. Automatic clustering can also be a tool for d¿ta analysis,

n3
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as in our experiments investigating questions about the categorical vs. gradient nature
of acoustic diferences among prominences. Decision tree design, a form of clustering,
can yield insights into the relative importance of different variables, though in our work
they have mainly served to confirm linguistic intuitions (e.g. hesitations are most likely
to occur at a function-word/content-word boundary).

Our recent work on early accent placement within lexical items illustrates how

corpus-based analysis can suggest new hypotheses. In a distributional analysis' we no-

ticed that adjacent-stress words and alternating-stress words behaved differently with
respect to within-word prominence, e,g. double accents were common only for alternat-
ing stress words. Although scattered clues might have suggested that adjacent-stress
words form a special class, e.g. stress markings for these words are not consistent across

dictionaries, the analysis of a large corpus made the systematic difference clea,rly visible.
Cornputational Models, As several resea¡ch sites (particularly AT&T Bell Labs

and ATR) have shown, corpus-ba.sed models ca¡ be powerful tools for tezt-to-speech

synthesis. In prosody prediction, there are several models based on classifrcation and

regression trees, some using the predicted values associated with terminal nodes in the
tree and others the probability distributions. Classification trees have proved useful for
predicting abstract units [9, 8], e.8., prosodic phrase structure, pitch accent location
and tone labels. Regression trees, used for estimating continuous variables, have been

mainly applied to duration modeling, either for directly predicting segment duration

[5, 6] or for deriving the terms in a parametric model [2],
Two aspects of prosody modeled in speech recognition systems a¡e st¡ess ¿nd dura-

tion. Several sites have used separate models for lexically stressed and unstressed vowels,
though results have been mixed. Efiorts in duration modeling, motivated by the fact
that recognition errors often correspond to unlikely segment durations, use linguistic
knowledge to define possible conditioning contexts for statistical models, e.g. [2, 5].

It speech und,erstand,ing, where meaning of an utterance is extracted, prosody can
provide information for determining the correct syntactic a¡d semantic structure. For
example, prosody has been used to reduce parsing ambiguity by automatically recog-

nizing prosodic breaks using a decision tree and then using these breaks in a parser

[4], or alternatively by scoring sentence parse hypotheses according to the likelihood of
observed prosodic patterns [?]. Prosody can also provide information for speech under-
standing in semantic processing, since automatically detected phrasal prominence (e.g.

[10, 1]) can provide clues to semantic focus. Finally, prosody can aid in detecting and
correcting disfluencies sucb as word fragments, as in our work with decision trees.

A limitation of statistical modeling is the need for labeled training data. In speech

recognition the labels are words, which can be hand-transcribed at a much lower cost
than prosodic labels. Thus, it is critic¿l to develop øutornatic løbeling algorithms to
assist this process. Our most successful efforts in automatic labeling have involved the
use of decision trees, e.g. [10], which have outperformed HMMs.

CONCLUSIONS
Having argued the merits of combining statistics and linguistics in prosody research,
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we conclude with two areas ripe fo¡ fu¡ther research. First, bidirectional models are
important to study, since synthesis and recognition share many of the same problems.
Since the speech synthesis and recognition communities have not intersected much,
they have not benefited from combining their separate perspectives. There exist a few
examples using the same model fo¡ both recognition and synthesis problems, e.g. [7]
for prosodic constituents, but more work is needed. Second, although it is possible
to use results of statistical analysis to help formulate linguistic hypotheses, there has
actually been very little such wo¡k. Two possible tools are decision trees (e.g., for
ra.nking prediction variables), and probabilistic information measures (e.g. entropy and
mutual information) that may be used to assess our ability to account for observed
acoustic or phonological va,riability. Perhaps the biggest ba¡rier to be overcome is the
amount of knowledge required from the dife¡ent disciplines, but this simply argues for
muiti-disciplina,ry collaborations. To quote Ladefoged [3]: 'We all have to rely on other
people to fill in the gaps - the vast holes - in our knowledge. Any scientist today is
part of a team that cannot hope to build a bridge to the future without a lot of heþ."
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ABSTRACT
There are a few theories of intonation to account for various phonologícal facts in
different languages such as English, French, Swedish, etc. Depending on their
respective framework (glossematics, generative or linear phonologt, etc.), these
theories provide some understanding ofobservable phenomena ofacoustic or auditory
noture, such as the evolution offundamental frequency in the sentence, the perception of
syllable pitch and intensity, and so forth. Nevertheless, the apparent large number of
discrepancies that appear between the theoretically predicted facts and the physical
reality often bafiIe researchers dealing with the acoustical nature of the speech signal.
In their eyes, any theoretical insight on prosody may seem useless. The object of this
paper is to discuss some of the reasons for these discrepancies through examples, and
to provide a better understanding ofwhat an intonation theory delivers.

ATHEORY: rüHY?
As for other linguistic facts, prosodic descrþions come in three different flavors:
empirical, formal and axiomatic.

1) Empirical: The data collected through experimental phonetic analysis are
processed and organized to find interesting conelation. Ex.: Experimental data show a
positive correlation between the amplitude ofthe fundamental frequency variation and
the number ofsyllables ofread sentences.

Graphs are commonly used to represent the results ofthis kind ofanalysis;

2) Formal: A common sense principle governs the presentation and the
interpretation of the experimental data. Ex.: Fo¡ possibly unknown reasons, speakers
uttering a long sentence have a tendency to differentiate their word accents with larger
variations of pitch. Therefore larger variations of fi¡ndamental frequency are to be
expected in long sentences, as (clearly) shown in the data.

Models are often used to represent this analysis, together with appropriate
mathematical formula. In a sense, formalism appears to be a variant of empirical
analysis.

3) Axiomatic: A (common sense) principle controls the description process and is
used consistently to organize and interpret the data. Ex.: A prosodic structure does exist
in the sentence and prosodic contours indicate its characteristics. A direct consequence
of their existence is found in the amplitude of variation of the fundamental frequency in
sentences with a large number of syllables.

Somehow, only the axiomatic approach delivers a theory, as scientific knowledge
produced by empiricism and formalism is in reality govemed by the selection of
experimental data. In other words, the starting principle (the axiom) determines a set of
discovery principles that allow the classification and the interpretation ofthe data. Here
a set of statements (theorems) summarizes the results of the analysis.
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ATHEORY: WHICH?
Let us consider an axiomatic theory of intonation applied to French. The aúom
postulates that a prosodic structrue organizes prosodic words in the sentence, as the
syntactic structure organizes syntactic units (words). If it exists, this prosodic
organization is indicated by some prosodic markers belonging to the prosodic words. To
track those markers down, we will consider a sentence containing only the smallest unit,
i.e., one syllable. This syllable corresponds to the smallest prosodic word, which must
contain (at least) one prosodic marker: the word accent. Prosodic markers are therefore
equated to word accents, revealed by pitch contours. The number ofprosodic words in a
sentence is thus equal to the number ofword stresses.(not emphatic or any other kind of
stress), which must be in contrast to each other to properly encode the postulated
prosodic structure. By describing these contrasts with an appropriate set of binary
features (for example), the pitch contours lose their abstractness by a choice of
characteristics such as the slope of fundamental frequency (rising vs. falling), duration,
intensity, etc.

In order to force the prosodic markers to reveal their inner mechanism, a technique
commonly used is to consider sentences with no other hierarchical organization than
prosodic. Common examples are structured enumerations like telephone numbers,
multiplication tables, etc. The prosodic grammar found at that stage can then be used to
analyze more complex cases where the sentence is organized by other mechanisms (e.g.,
syntax) (See more details in Martin, 1987).

WHYTTWORKS
Such a hypothetico-deductive approach leads to the definition and the description of
phonological prosodic contours and their relationships in the prosodic structure. Some
of the immediate consequences are;

1) Fo variations: If the number of syllables in the sentence increases, so does the
number of prosodic words. In the case where the prosodic structure acquires more
levels, so does the number of contrasts between pitch accents. Contrasts using Fo will
then have a tendency to use more of this material to encode the contrasts, and manifest
larger Fo changes on the stressed syllables;

2) Penultimate prosodic contour: The prosodic grammar of French uses conhasts in
Fo slope to mark a dependence to the right, which ensures that the penultimate prosodic
word should always bear a rising contow (in the case of declarative sentences with a
falling final contour). Being obligatory, this feature is thus neutralized, as shown in
most experimental data;

3) First level contours: These contou¡s often end a noun phrase and are rising only
if preceded by at least another prosodic word. lndeed, only in this case a contrast
falling/rising is at work to mark this part of the structu¡e. If no prosodic contour
precedes a noun phrase pitch accent, the rising Fo feature need not be present;

4) Prosodic features: Many acoustical, perceplual, or articulatory parameters are
piausible candidates for manifesting the prosodic conhasts between contours predicted
by grammar (A pure axiomatic attitude such as glossematics would even manipulate
only abstract prosodic features). Although experimental data suggests that Fo slope, Fo
swing and syllable duration are the most commonly used in read speech, other styles
reveal the use of different sets of features (whispered speech constitutes an interesting
case since it substitutes syllable pause duration for Fo contrasts).
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CONCLUSION
By definition, an axiomatic approach sticks to its principles in its discovery process.
This hopefully constitutes a guarantee that the results of the experimental analysis do
reflect fhe starting hypothesis. All descriptions of prosodic contours, contrasts in Fo
slope, syllable duration, etc., produced by the discovery process correlate with the
existence ofa prosodic structure. Obviously many other prosodic facts that are revealed
experimentally and that do not participate to the assigned function are absent ftom the
phonological description. In assessing the importance of those facts when considering
specific applications leads to either change the theorems or to postulate other axioms.

WHYIT DOES NOT WORK
Experimental observations made on read sentences or on spontaneous speech are not
always easy to relate or even to contradict theo¡etical predictions. Indeed, many
processes other than just intonation grammar encoding the prosodic structure are
involved in the production of prosodic patameters in a sentence. Some of the
discrepancies commonly discussed are:

1) Prosody of competence vs. theory of performance; Syntactic descriptions
normálly use the competence of the speaker, whereas, curiously, most prosodic.studies
analyze'only its peiformance. Except in the case of very specific studies,, no
grarñmatical description of a language is build from spontaneous speech data.
Ñevertheless, most iesearchers in prosody seem to rely only on those data. It is therefore
no surprise that an intonation theory may appear inadequate whcn _confronted with
spontaneous speech data. Most syntactic descriptions would appear inadequate as well if
tested in the same conditions;

2) Establishing the prosodic structure: Another source of problems stems from.the
fact that, except in rare cãses, we do not have access to the prosodic structule other than
the marking mechanism performed by the prosodic contous themselves. We can only
postulate f certain homómorphy with the syntactic hierarchy, tempered by specific

þrosodic constraints (Such as the avoidance of stress clashes and the planarity of the
prosodic structure);

3) Stressability. stress and destressing: A third ¡eason for discrepancies pertains to
the elusive nature of the stressed characteristics of a syllable in French. Whereas the
stressability of a syllable can be clearly assessed, its effectively stressed or destressed
nature is much moie difficult to establish. Therefore, expected theoretical predictions on
some contour features, say its rising Fo va¡iation, rely on the effectively stressed nature
of the corresponding syllable. This difficuþ is somewhat alleviated by the þotentially
dangerous) use of eitemal insight provided by auditory of articulatory phonetics to help
in eitablishing the stressed character ofa syllable (see for example Di Cristo, 1980, on
this subject).

4) Other prosodic features: Numerous other prosodic features are not taken into
account by the theory: declination line, first syllable pitch movements, emphatic stress,
etc. (See lor instance Mertens, 1989, on this.) Again, this results from the choice of
prosodic features that do participate to the marking of the structure.

APPLICATIONS
These considerations suggest that speech synthesis and language teaching are two
typical applications that would benefit from a theoretical axiomatic approach. Text-to-
speech synthesis obviously proceeds from the competence level, whereas speech
rècognition, dealing with spontaneous speech, can only make little or no use of a
grammar of intonation.
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ABSTRACT
The goal of the present study is to predict sound intensity for speech synthesis in
French. In order to set up a model for inlensity prediclion, we first studied intensity
vsristion in natural speech. The clata base used was hand segmented and phonetically
and syntactically labelled The results of this part of the sndy were intrduced into a
rule-based model whose psrameters were subsequently optimised using stochastic
gradient procedure. Next, q neural network based model was developed and trained
using part of the labelled data.

INTRODIICTION
Sound intensity is considered to be the least important ofthe three prosodic parameters
forthe perception of synthetic speech quality. Most of the time, researchers have settled
for a decrease in sound intensity at the end of the sentence (Calliope 1989) while
maintaining fairly constant intensity elsewhere. As far as diphone speech synthesis is
concemed, the intensity of the basic units stored in the dictionary has been kept
unchanged during speech generation. Some studies (Granström 1991), however, have
highlighted the role of intensity in speech synthesis for modelling different styles of
speech.

INTENSITY VARIATION IN NATURAL SPEECH
In order to set up a model for sound intensity prediction in Frenc[ we first investigated
intensity va¡iation in a corpus of about I hour of natural speech recorded by a male
speaker. This corpus contained isolated sentences as well as 9 short texts. Its structures
covered the majority oflinguistic and prosodic possibilities in French. The intensity of
the whole corpus was normalised (sentence by sentence) to its highest value. Intensity
values were measured in dB in approximately the middle of the each phoneme thus
avoiding accidental humps (ifany) known to sometimes occur in unvoiced fricatives.

Even if the corpus used didn't contain sentences dedicated to the intrinsic intensity
stud¡ it afterwa¡ds became possible to bring out this value. Indeed, as the corpus was
large enough, constraints could be imposed when sounds where chosen for intrinsic
intensity calculation. Duration, pitch value and the left and right context of each sound
were thus controlled. This way, for example, only vowels with a duration between 100
and 150 ms, pitch value between 70-l20Hz and left and right context belonging to the
same consonantal classes were used for calculating intrinsic intensity. Since large
variations can eúst from one group to anotherr, duration tkeshold was determined for
each consonantal group. A distinction was made between the two allophones of /R./ : one
was voiced (surrounded by voiced contexts) and the other voiceless (surrounded by
unvoiced contexts). For stop consonants, voiceless stop intensþ was measured during
thei¡ burst whereas voiced stop intensity was measured during stop closure.

rTlre mean du¡ation ofunvoiced fricatives is much longer tlan that of semi-vowels.
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Our findings on the intrinsic values ofvowel and consonant intensity (Fig. l & 2) are
very similar to those observed in othe¡ studies (Di Cristo 1978).
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The first part ofthis study revealed that duration, pitch left and right contexts and
sound position (with respect to the lvord and pause occurences) are among the most
important parameters for detemining sound intensþ. When the influence of one of these
pararieters on sound intensity was studied (duration, pitch, contexte...), the others were
only allowed to vaf,y between controlled th¡esholds. In this way, we hoped to clarify the
relationship between sound intensity and other phonetic or syntactic events.

The number of sentences containing word focus was quite small in our corpus and
therefore it would be dangerous to draw general conclusions. Nevertheless, it can be
noted that increased sound intensity was observed in focus syllables.

RULE.BASED MOI}EL
The findings from the first part ofour study were introduced into the rule-based model
under diferent rules. The prediction formula took into account intrinsic sound intensþ
along with some additional coefrcients expressing the influence of the previously
discussed phonetic arid syntactic parameters. The following formula was used for
intensþ prediction :

Sound_Iøensíty = íntrinsíc_ínt + clef@fi_cont4) + coeÍþig ht_contd)
+ coeÍ@urøion)+ coef¡Oi¿¡l+ coe.fþosítioni " -

An intrinsic intensity value was determined for each phoneme. The parameter coefficients
relevant to the model (context, duration...) could be positive or negative. They were
determined for a homogenous group of sound (ex: unvoiced plosives, voiced plosives,
nasals, semi-vowels...).

Mean error prediction was calculated as the mean value between the predicted value
and the target value (rneasured value). Fþres 3 and 4 represent the histograms of
prediction dispersion for vowels and consonants. The íntewí$ preilíctíon e¡ror rate for
the whole corpus vtas 4.3 dB for vowels and 4.9 dB for consonants (eadìng to an
avetage ettor rate of4,6 dB per sound).

Coefficient and intrinsic intensity values were subsequently optimised using stochastic
gradient procedure. The corpus was split into two parts. One part v/as used for "tuningn
model values; the other for testing new values (data was split as in the NN-model). The
prediction error rate was reduced by about 1 dB per sound (i.e. 20% reduction).

hig¡ rcffils mH þwls low vflds naslwwls
rcffi|9rcúp6

Figare l. Intrinsic intensiry for vovels.

2 "J" was us€d for the French fricative fl as in "jour"; "RR" was used for the unvoiced /R"/ allophone;
"Y" was used for the serni-vowel /j/ as ín "bien".
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Figure 4. Consonant prediction dispetsion

Table l. Intensity prediction eftor in dB for vowels and consonqnts provided by the
rule-based modBl and a stochastic

NEURALI¡'ETWORKMODEL
The Neural Network (NN) used in this study was developed with the Aspirin/lûgraine
software. A three layer NN was oreated in order to ¿pproximate the function:

Intensity_Coile = f(Phoneme_Code, Left_co nt_Code, Nght_cont_Code,
Posítion_Coile, Pìtch_Coìle, D uralíon_Coile).

Phonetic knowledge was used to set up numeric codes for the relevant parameters,
which were aûerwa¡ds norm¿lised to facilitate the training procedure convergence. The
network architecture consisted ofan input, a hidden and an output layer. The input layer
gathered the cells coding for the input parameters cited above. The hidden layer was
completely connected with the input layer. The output layer contained 36 cells which
were arranged in the form of a thermometer. The maximum intensþ was 36 dB with l8
above and below the mean value. Because ofthe considerable diference in vowel and
consonant intensity, two separate networks were trained to predict them.

The NN was trained with the Gradient Back-Propagation procedure. Between 5 to
40 hidden cells were tested in the training procedure.

The mean enor rales for vowel and consonanl intensíty prediction were 3,6 iIB
and 4.5 dB respectívely (on avøage, about 4 dB per phoneme). The number of hidden
cells had little efect on results. The prediction error rate for consonants was the mean
value provided by 8 networks trained for diferent groups ofconsonants.

PRELIMINARY AUDITORY TESTS USING NATURAL SPEECE
Phoneme intensity of 40 isolated sentences (belonging to our testing data) was modified
according to the model parameters3. 20 listeners were asked to judge the quality ofthese
sentences and in so doing compare altered and natural sentence intensþ. The paired
sentences (natural A and model-provided B) were presented in random order. For each

0510152025

stoch. sr.
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3.3
4.6

treinins

3.4
4.6

testins
vowels

4.0
4.9

traininc

4.2
5.0

testins
consonants

3.7

4-A

traininc

3.8
4.8

testins
all sounds

3 All the other prosodic parameten (sound duration and pitch) were kept unchanged.
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sentence pair listeners noted whether or not they had a preference for one ofthem. The
following results were obtained :

T^ble2.Auditory test results in 96 rule-hased model and NN mdel.

Thus in 70.57o of the time, the rule-based model provided intensity and in 59.5%o of the
time, the NN model provided intensity was considered by listeners as fully natural.

We are well aware that natural sþnal can more readily undergo modifications without
quality comrption than synthetic sigral. Nevertheless, results obtained by the test are
encouraging and it can be hoped that no major problems will be encountered when the
intensity model is implemented to speech synthesis.

IMPLEMENTATION TO SPEECT SYNTHESIS
In this part of sudy we had to cope with the problem of sound level differences between
the diphones and sounds ofour corpus. This is why the absolute intensþ value provided
by the model was converted into a multiplicative coefficient expressing the slope
movement of sentence intensity variation. As great care ì¡r'as taken to record diphones
with a cosntant intensity thus it was possible to consider diphone intensity as an intrinsic
intensity value. The diphone intensity is then subject to modification depending on event
at the sentence and sound level.

CONCLUSION
The aim of this study was to set up a model for sound intensity prediction for speech
synthesis in French. We hope that controlling all three of the prosodic parameters will
increase the resemblance of synthetic to natural speech. Accurate energy prediction at
the sentence level will improve the perception of speech fluency by eliminating
unple¿sant, too salient sounds which ocour in unexpected positions. Last but not least,
controlling sound intensity will help to introduce the perception of sound depth into
speech synthesis. It is true that sentence focus can be satisfactorily modelled by
appropriate pitch movement and sound duration. But adding intensity will improve
naturalness and the impression oftext comprehension by the reading system.
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