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Introduction
A set of English rules is presently being written for

the speech synthesis systen d-eveloped at the RoyaI Institute
of lechnoloqy (KTH) in Stockholm. Thís system is constructed
to be language-independent. Rul-es were first \"rritten for

ISweclish,* and an English rule system was first presented in
')

L975.' The focus of the current effort has been the develop-
ment of a more complete set of cfrapheme-to-phoneme and lexical
stress rules. A set of rules to convert expressions involving
numbers to words has also been written for the KTH sltstem, and

a snall lexicon has been added. (l) The material in this
paper is an outgrowth of the process of constructing grapheme-

to-phoneme and fexical stress rules for the existing formalism
of the KTH system. Expressing the rules in thís formalism
provided the inpetus for a study of the constraints and the
opportunities presented by thís system, and also led to a

categorization of rules in terms of si)ecial contexts whích
signal likely exceptlons.

The KTH system accepts unrestricted input text, and its
first operation Ís to convert this text to phonemes. This
conversion is accomplished either by a small lexicon or by

two parallel sets of rules: a set of grapheme-to-phoneme

and lexical stress ru1es, and a set of number-to-ohoneme rules.
The remainder of the English system contains phonolooical
rules such as devoicing and flapping which are followed by
prosodic rules to determine segment durations and fundamental
frequency. The segments are expressed as pararneters, and

synthesized with an oVE III.5
An important feature of the KTH system is a special

higl-rer-1evel programming language, the structure of whj-ch is
símilar to that used in generative phonoloc1,.6 The present
effort represents the first larqe-sca1e attempt to have so¡ne-

one familiar \,rith the rufes of another language use this pro-
gramming languaqe to express their knowfedge of these rules.
(1)The author has lvritten a set of grapheme-to-phoneme and
Iexical stress rules for English, and has worked extensively
with various modules in the text-to-sDeech system developed at
the l.Iassachusetts Institute of TechnoloSy (l'1IT) . References
concerning this work are civen in notes 3 and 4 at the end.
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The attempt appears to have been successful; the rules were
written quickly, and the discípline of the new formalism
provided an inspiring perspective on previous work. The cate-
gorization of rul-es mentioned above and some observations
about the KTH formafisrn and the utifity of the higher-leve1
proçrramming language are presented below.

Rule Types and Speciaf Contexts
The types of rules needed to predict the grapheme-to-

phoneme correspondence in English may be separated into t\"/o
groups, basic rules, giving the normaf pronunciation, and
contextually-dependent rules. The KTH system contains approx-
imately 310 grapheme-to-phoneme rules, 50 of which specify the
basj-c, or most frequent, pronunciation of alt single vor,¡e]_s

and consonants and some consonant clusters and vowel digraphs.
Remaining rufes are rather evenfy divided into (a)rules

for affixes and (b)rules for consonants and consonant cfust-
ers, and for vowels and vowel digraphs in special contexts.
There are around 130 rules of each of these t\"¿o types.

There is some question as to whether affixes in cfeneraf
should be recognized and converted by separate rufes. l.Iany
affixes would be correctly pronounced by the rules for vowels
and consonants, would be correctly analyzed by the stress
rules, and are not used in any other rul-e contexts. On the
other hand, the morpheme boundaries they define may be useful
in syllabificatíon, and it ís possible that they signal some
prosodic effects such as reduced duration or less I0 excursion.

Special contexts, in which less frequent orapheme-to-
phoneme correspondences occur, are seen to be specified by
only about a dozen categories. Furthermore, these cateqories
frequently predict special pronunciations for both consonants
and vowefs. These categories are shown in Figure 1; the same,
or simllar, contexts for vowels and consonants are found
opposite each other. Examples of graphemes receiving correct
pronunciation Lry rules in these categiories are also shown.

I4ost speciaf contexts can be defined in terms of morpheme
boundaries. Some contexts express the notion of morph-inítial
(1) or molph-final (4) , while others specify the first (2),
fast (5,6,I0,ff) or only (3) consonant(s) or vowel- in a morph.
Other special contexts can be defined in terms of suffixes
(5,8,10). Vocalic inflectional suffixes (5) signal word-finaf
contexts and the end of free roots (6). Two types of "laxing"
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suffixes occur (10) , and seven suffixes are included in the
more generaf context specified in (8) which is used to signal
palatalization of some preceding consonants and the occurence
of a long vowel preceding a single consonant in this position.
The most prolific exception-generating contexts are those in
\,¡hich a liquid occurs; thirty such rufes are included.

Aspe : A Comparison
I"lost of the differences in the statement of the KTH rules

and the tlIT rules stem fro¡n the type of rule cycle used in
grapheme-to-phoneme conversion. Application of the l{IT rufes
is accompl-ished in three passes: affix removal, consonaut con-
version in the remnant (assumed to be a monornorphemic root) ,

and conversion of the remainder, i.e., the vowels and affixes'
Suffixes are removed by rnoving inwards from the right word

boundary, and other rufes are appÌied by movinq fron left to
right through the word. In each of the passes, the word is
scanned, and the appropriate ordered set of rules for that
pass is tried until a match in contexts is found.

Application of the Kl'H rules is accomplished in one pass

through the set of rules. If a ruìe context matches anywhere

ln the word, rnovlng left to right, the conversion is made, and

the next rule context is compared. This method appears to be

much more efficient, and does not require the prograrn code

needed in the ¡1IT method to direct the various passes with
the appropriate set of rules. In fact, no new code was written
for the Engl-ish system at alf: the code existent for the
Swe<iish system serves for the Engiish rules as weii.

The major difference between the multi-pass method and

this one-pass procedure is in the manner of processinq and
ordering affixes. Recogn.ition and removal of all affixes as

a first step in the llIT alqrorithm corresponds to less than
ten rules in the KTH system which recognize vocafic inflection-
af suffj-xes and insert a morph boundary marked with the feature
"inflectional." The effect of not recognizinq aIl affíxes be-
fore consonant conversion appears to be rather small: initiaf
consonant clusters after unrecognized prefixes have been ob-
served to be mispronounced in a few cases in the KTH system.
However, the opposite effect may be observed in the MIT system:
strings incorrectly recognized as prefixes before appÌication
of the consonant rufes also lead to mistaken pronunciations.
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There ís a signíficant difference in the ordering of
suffix rules in the two algorithms. Suffixes in the l.{IT
algorithm are recognized first and converted later (in any
order). In the one-pass system, however, suffixes nust be

lisLed in the order of their probabfe occurrence from the
riglìt-hand side of the word so that their word-fj-nal or morph-
final positlon is verified. A short study was undertaken for
the purpose of determining the proper order.

There are several other differences in the processing of
affixes. Because alf consonants are converted before the
recognitì-on of most affixes in the KTH algorithm, those con-
sonants in affixes are also converted. The KTH set therefore
conLalns a few rules which are necessary in order to recognize
suffixes containlnq consonants with multiple pronunci-ations,
e.9., the suffix ic in electric or eJ-ectricity. Suffixes whose

final letter may undergo a spellincr change are also listed in
two rules. The feature of cornpatability of parts-of-speech
in a compound suffix which is found in the l.lfT alqorithm, has
not been implemented in the KTH system. This feature is \rell-
developed, but is not frequently needed, and woul-d requ.ire
additional code and a table of parts of speech for suffixes.

A number of other di-f ferences in the t\"/o sets of rules
are due to the objective of expressing all rules in the KTH

system in the higher-level programminq lanouage. The most
important difference is in the l-exical stress rules, which, in
the MIT system, are eml:edded in code. The KTH rules are ex-
pressed j-n the rule language, and are apnlied usinçf the same

formalism as that used for the grapheme-to-phoneme rules. A

rule cycle has not been implemented, but the effect of the
cycle has, for the most part, been captured ín the ru1es.

Special stress effects due to suffixation are acconplíshed
in two ways. Stress-carrying suffixes are pre-stressed in the
suffix rules by noting primary or secondary stress as a feature
of the appropriate vowe1. This stress may be adjusted later by
the stress rules themselves. Suffixes whích have no effect on

the stress cycle are preceded by a suffix boundary marker \,/ith
the feature "minus stress cycle." This feature is al-so as-
signed to word boundary symbols such as "spacer" and "periodr"
and becomes part of Lhe right context ín many stress rules.

Unlike the ¡{IT system, the KTH rules provide no device
with which to retain graphemes after their conversion to
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phonemes. The retention of graphemes in the l{IT system pro-
vides for the specification of either fetters or phonemes in
both left and right contexts. As a consequence, a substantiaf
subset of rules differ in specification of context. The KTH

rules have not yet been tested on a large set of data, but it
is believed that this difference gives neither set of rules an

advantage worthy of note.
In addition, the KTH programming language aÌlows each

phoneme and punctuation mark to be expressed in terms of dis-
tlnctive features, This type of specification makes the rules
more "transparent" than those in the l4IT proqram where vari-
ables are used. The facility of specifyinq optional elements
in this programming language has also allowed rufes to be ex-
pressed more succinctly in several cases.

The experience gained in writing English rules for the
KTH system emphasizes the utility of the hiqher levef
programming language in which the rules are written. Future
development for other languages is very much recommended.
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