Understanding measure and comparative sentences

through Prolog

Bengt Sigurd

Measure sentences are e.g."Sven is 12 years old",Swedish:
"Sven dr 12 Ar gammal”,"The boat is 12 feet long", Swedish:
"Baten &r 12 fot 1lang", "The stone has a weight of 12 kiles",
Swedish:"Stenen har en vikt av 12 kilo", "How much is the
car?", Swedish:"Huy mycket kostar bilen?". Such sentences
are part of the core grammar and play an important role in
the use of natural language in communication. They have
attracbed the interest of linguists because they indicate how
languages express fundamental cognitive dimensions and many
linguists have noted that "old" in "How old is Sven?" does
not presuppose that Sven is old, while "How young is Sven?"
presupposes that Sven is young. It has also been noted that
the sentence “Sven is old " means that Sven is old for a man
and that even the absolute use of adjectives implies a
comparison with a standard. Comparative constructions such
as "Sven is five years older than Lisa " have added to the
interest in measure adjectives. There is a large body of
literature on adjectives and comparatives(cf.Rusiecki,1983).
These works will not be reviewed in this paper, which aims at
illustrating how such facts appear in a computexr program
which can "understand® measure and comparabtive sentenoces and
answer corresponding questions.

This paper will present the basic syntactic and semantic
features of Bwedish measure and comparative sentences. The
Swedish expressions will be translated and comparison with
the equivalent English expressions will thus be possible.

The computey program, written in Prolog, is constructed with
this background. Various limitations have been introduced in
order to get a program which can be used for demonstration

purposes.
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The program cen parse a wide range of measure ang
comparative sentences. If it is asked bo accept a sentence
it adds the fact to its data base and returns “Jaha® (OK) .

If it is asked vo answer a guestion it reburns an answer if
one is available.The progrvam knows bthe egquivalence of
sentences such as "The boat is 30 feeb long”,“The boat has a
length of 30 feet","The length of the boat is 30 fest" and
"The boat measures 30 feet® and is able 4o use accepbed
information in answers to several vypes of questions. It
understands that it is reasonable to call a pexrson who is .
over 60 old. The program understands that Sven is older than
Bill if it has learnt that Sven is older than Lisa and Lisa
ig oldex than Bill. It underztands that Lisa is 5 years
younger than Sven if it has learnt that Sven is 5 vears oldex
Yhan Lisa. It understands that Sven is double as old as Lisga
if it has learnt that Lisa is half as old as Sven. In some
variants of the program explanations of the conclusions are
alseo added.

The program may be of interest to those who construct
expert systems, where variants of measure sentences often
play an important role. The fragment discussed can perhaps
be embedded in a more comprehensive system. Some theoretical
and psycholinguistic issues will be touched upon as the
program forces the designer to decide where different types
of linguistic and encyclopedic knowledge is to be put. The
choice of logical representations is also an interesting
theoreticel issue. Several have to be chosen in ocrdexr to
handle the problems and pecularities discussed above. One
might suggest that e.g. only the unmarked representation is
stored in the memory ("Sven is bigger than Lisa®” not "Lisa is
smaller vhan SBven") and that inferences always, or
preferably, ave done on unmarked (positvive) representabions.
This idea can easily be implemented in a vexsion of bthe
program to get a medel which can explain why subjects can
verbalize the unmarked adjective faster than the marked one{big
before small) as has been found (SBchriefers,1985).

The differences between Swedish and English evoke some
comments and raise gquestions about measure and comparative
sentences in the languages of the world - bypelogical
questions which will not be treated in this paper.



The syntax of measure sentences

Four main types of measure sentences can be distinguished:
The adjectival type (Sven &r fem &r gammal),the nominal type
(Sven har en Aldexr av fem ar),the genitive type (Svens alderx
dy fem &r) and the verbal type (Sven viger trettio
kilojlacking for the dimension age).
The syntactic structure of the first type can be
illustrated by the following representation:
np(Sven),cop(édr),pf (mf (num{fem) ,,unit(&r)), a(gammal)),
where pf means predicative phrase, mf means measure phrase, a
means (measure) adjective, and the other abbreviations
should be evident . The characteristic feature is the copula
and the adjective and in the Prolog program only the present
tense "dr" (is) and some common adjectives are used. The
sample subject nouns ave chosen not to create any variation
in agreement.If e.g."barnet”(the child) is also included the
ending -t would have to be added to the predicative adjective
as "barnet " has neuter gender.("Barnet dr tre ar gammalt”).Ilv
iz guite possible to handle such problems in Yhe Prolog k
definite clause grammar formalism used, but for our purpose
it is importvant not to clutter up the program by the
additional machinery.
One equivalent question is:
pf(mf (hur), a(gammal)), cop(dr),np{sven)?(How old is

Sven?), and an answey could be:"(Sven &r) fem a&r (gammal).”
It would also be possible to answer such a quesbtion without a
measure phrase by saying:“"Han &r mycket gammal." (He is very
0ld.) This gase iz not covered by our program. Another
equivalent question is:

pf{mf (num{hur mé&nga),unit(dr)), a(gammal)),cop(dr),np(sven),
but the only acceptable answer in that case is a numerical
answey substituting for "hur_ménga"” (how many), e.g."(Sven &r)
fem(4xy gammal)". The usual way of putting this gquesions is in
fact only:"Hur ménga &r &r Sven?" where "gammal" is deleted,
probably as being redundant when "ar"(years) is mentioned.



Bentences without measure phrases arve similar vo this
type. But as many linguists have noted +the meaning of some
measure adjectives is guite different if used with & measure
phrase. "Sven is five years 0ld" does not mean that he is
old, and that is why it is not too strange bo continue:"He
is not old". For basic dimensions there is an adjective which
can be used in this neutral wayjan exception is the dimension
weight. Az in English one cannot say:"Sven #r fem kilo tung,
nor "fem kilo 1&%%."(Sven is five kilos heavy/light). One
has to say that:"Sven viger mycket”(Sven weighs a lot) or
"Bvens vikt dr hag"(Sven’s weight is great). "Sven &r fem
kilo btung” is strange, but it has an interpretation, which we
might want our program vo be able to handle.(A version does).

The second type of measure sentences is the nominal
type, which may be illustrated by:

np(Sven) ,vp(har),npl(en,mn({&ldevr),av,nf(fem,ar))
where the characteristic feature is "har" plus the measure
noun (mn)} followed by a measure phrase.

The equivalent question is “Vilken &lder har Sven?”
{What age is Sven?). This construction is slightly formal,

The third type of measure sentence is characterized
by a subject where the bearer of the property is in the
genitive and the property iz denoted by a measure noun.

It can be illustrated by:

np(Svens,mn{&ldexr)), cop(dx),mf(fem,8r). The equivalent
question is "Vilken dr Svens 4lder?” It is not possible to
say "Vilken &lder &r Svens?" which would rather be an
equivalent to the strange English sentence "Which age belongs
to Bven?". IV is, however, also possible Yo say (more
informally) *Vad &v Svens &1der?” A native is hardly aware of
which kind of measure construction he uses.

There is a related nominal construction:"Sven har hég
aldexr" (Bven has high age) and a related genitive
construction: "Svens alder dvy hsg"(Sven’s age is high). We
note that hag(high),l8g(low) can be used with some dimensicons
@.g.8lder,kvalitet,kvantitet,hséid, hastighet (speed).



The fourth type of measure construction is characbterized
by the fact that the verb denotes the dimension, but there
are only a few such verbs available. The construction can be
illustrated by:

np{Bilen),vp(kostar),mf (8000 ,kronoxr)

The verb "kostar"(cost) denotes the price dimension,
“viger" denotes the weight dimension (not "tyngexr", which
means press down)."Rymmer","inneh&ller"(contains) denote the
volume dimension, but obther measure verbs are hard to come
by. Some that come to mind e.g."mdter” (measure),"rédknar"” (count)
seem often to have less accepbvability and they are not
associated with only one dimension. It seems possible to
answey the guestion "Hur stor dr salen" (How big is the hall?)
by “Den méter 1000 kvadratmeter®, but also by e.g. "Den
réknar 1000 stolar". It is also possible to btake "stor" to
indicate volume and answer "Den rymmexr 500 personer”.(It can
take 500 persons, It can seat 500 persons). The verb
"omfattar® would fit in a sentence such as “Den omfattar lo
sektioner" (It includes 10 sections). It is possible to
answer the question "Hur lAng &r bAten?" (How long is the
boat?® by “"Den &r 30 fot l&ng", but also by "Den midtexr 30
fot". The question "Hur bred &r baten?" (How wide is the
boat?" can possibly also be answered by a phrase containing
the verb "mdter" e.g. "Den miter tvad meter" (It measures two
meters). The English verb measure seems Lo carry similar
stylistic values.

There is a related construction without a measure
phrasze:"Bilen kostar mycket" (The car costs much), where
the word "mycket" is an equivalent of "a lot". It isb
sometimes possible to use the verb alone (in a pregnant
sense):"Det kostar", meaning "That costs a lot". In the same
way some dimensional nouns can be used in a pregnant sense,
e.g."8ven har tyngd" (Sven has weight), but in that case the
meaning is absbract:Sven is of importance/carries weight.

The price dimension can also be denoted by "bebtingar”.
It may also combine with the noun:“Bilen betingar ett hsgb

pris /5000 kronor”(The car costs a lob/5000 kronox}.
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Comparatvive sentences

Buperlative sentences cannot normally take measure phrases as
illustrated by the following sentences and ungrammabical
expansions: "Sven &y dldst av podkarna"(8Sven is (the) oldest
of the boys), *"Sven &r 3 &r aldst av pojkarna"{Sven is §
years (the) oldest of the boys)., Iv is, however, possible to
use a non-numerical modifier as e.g in "Sven dr klart dldst
av pojkasxna®(Bven is clearly/by far the oldest of the boys).
Superlative sentences are not included in the fragment of
SBwedish covered by our program, but it is interesting to
speculate about the reasons why natural language(s) - at
least not Swedish and English - do not offer superlatives for
numerical gquantification of the difference between an object
and the group of objects it is singled out from on the basis
of a certain dimension. If Sven is § years older than a
certain group of boys bthis fact is rvendered by a comparabive
construction where he is not considered 4o be a member of a
group:“SBven &r 5 &r dldrve &n pojkarna"{Sven is 5 years older
than the boys).

There are different types of comparatvive construction.
Some types will be discussed below, but all are not coveraed
by the Prolog program. We may distinguish between adjectival
typas, where the comparative Fforms discussed by so many
linguists appear, e.g. "Sven 8y 5 kilo tyngre &n lisa® (SBven
ie 3 kilos heavier than Lisa), verbal types, e.g. "Bven viger
5 kilo mer &n Lisa” (Sven weighs 5 kilos moxe than Lisa), and
nominal btypes e.g. “Svens vikt v 5 kilo hagre &n Lisas"
(8ven’s weight is 5 kiles greater than Lisa‘s), "Sven har en
fem kilo hségre vikt &n Lisa® (Sven has a 5 kilos greaber

welight than Lisa).



Comparative sentences may also be divided into equality
(comparative) sentences e.g. "Sven dr lika tung som Pexr"
(8ven is equally heavy as Per, Sven is as heavy as Pexr) and
difference (comparative) sentences. Difference sentences may
be divided into additional (and subtractional) sentences,
e.g, "Sven dr 5 kilo tyngre &n Lisa® (Sven is 5 kilos heavier
than Lisa) and multiplicational (divisional) sentences, e.4¢.
"Sven dr tva ganger s& gammal som Tim, Sven &y dubbelt sa
gammal som Tim,Sven &r ¢vA génger (dubbelt) &ldre &n Tim"

(Sven is two times (twice) as old as Tim). The divisional
comparative type is illustrated by "Tim &r hdlften s& gammal
som Sven" (Tim is half as o0ld as Sven). It is also possible

to combine these types and verbalise an eugation as in “Bven
&r dubbelt =& gammalsom Rut, minus Z &r" (Sven is double as
old as Rut, minus 2 years), but such complex constructions
will not be handled by our demonstration program.

The syntactic structure of an evaluative comparative
construction without a measure phrase quantifying the
difference can be illustrated by the following sentence.

np(Sven) ,cop(dr), compax (&ldre) ,pp( prep(én),np(Lisa))
Sven is older than Liga

Equivalent questions are e.g. "Ar Sven dldre dn Lisa?”
(Is Sven older than Lisa?); "Vem &y &ldre &n Lisa?" (Who is
older than Lisa?).

The syntactic structure of a related consbtruction where
a measure phrase iz included can be illustrated by the
following sentence.

np(Sven),cop(édxr),mf(num(5) ,unit(&r)), compar(dldre)
Sven is 5 years oldexr
pp({prep(&n) np(Lisa))
than Lisa
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There are several ways of asking equivalent questions
depending on how many words ave moved to the front of the
sentence: "Hur mé&nga Ay &r Sven dldre dn Lisa?"(How many years
is Sven older than Lisa?), "Hur ménga ar &ldre &r Sven &n
Lisa?" (How many years older is Sven than Lisa?), “"Hur ménga
ar &dldre &n Lisa dr Sven?” (How many years older than Lisa is
Sven?). English seems to have the same stylistic options. The
univ(&r) has to go with the question word (hur ménga), which
supports the measure phrase (mf) as a constituent. The
preposition(dn) has to go with the noun(Lisa), which supports
the prespoitional phrase as a constituent. But the
comparative(dldre) can be moved with the measure phrase or be
stranded with the prepositvional phrase and this fact speaks
against assuming a constituent including the comparabive form
and the prepositional phrase.

Multiplicational comparative constructions can be given
a synvactic representation as illustrated by the following
sentvence.

np{&ven),cop(dr),gf(num(S),ganger),adj(&ldre)

Sven is 5 times older
pp{(prep(d&n) np{(Tim))
than Tim

With dubbelt (double) the construction illustrated
by "Bven dx dubbelt s& gammal som Tim" is generally used, but
in other cases both the construction with the comparative
form and the construction "s& adj som" are grammatical. This
paper does not attempt to pinpoint all such idiosynoravic
facts, however.

Equivalent questions support the constituent analysis
suggested above. One may ask:"Hur manga ganger dr Sven &ldre
&n Tim?"(How many btimes is Sven older than Tim?), “"Hur ménga
ganger dldre dr Sven &n Tim?” (How many times older is Sven
than Tim?), “"Hur manga ganger dldre dn Tim &r Sven?" (How many
times older than Tim is Sven?). An answer could be:“Dubbelt
s& gammal®” (Double as old), "Tre ga&nger s& gammal® (Three
times as old) or "Tre génger dldre" (Three times older). The
wording of the answer is not dependent on the wording of the

question, only on the meaning of bhe question.
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Synonymy relations

As noted above there are often (almost) equivalent
adjectival, nominal and verbal expressions. The following
table lists the most important cases, where there are at
least two woxd classes to choose from when a dimension is to

be denoted together with a measure phrase.

Verb Adjective Noun

- gammal (old) alder (age)
midter (measures) lang(long) léngd(length)
rymmeyx (contains) stor(big) volym(volume)
raknar {counts) stor{big) storlek(size)
viger (weighs) - vikt(weight)

- hag({high) hejd(height)

- djup(deep) djup(depth)

- bred(wide) bredd(depth)

- tiock(thick) tiocklek (Yhickness)

- varm(waxm) temperatux
kostar (costs) - kostnéd,pris(cosb)
betingar(costs) - kostnad,pris(cost)

There are very few verbs which have a dimensional meaning and
can be combined with a measure phrase. And some are
ambiguous as noted. There exist only a few adjectives which
can occuy with a measure phrase and have a dimensional
meaning in ordinary language. Dimensional nouns can always
be formed, especially in more specific or scientific
language. We might say that an object has flexibility 5, the
colour resistence 3 etec.This is done in consumers tests. Bub
even if scalar dimensions are thus devised one can only use
the noun, not the equivalent adjective. One may say that
something has a flexibility of 5 flex unitvs, but hardly that
it is 5 (flex) units flexible or that it flexes 5 unitvs.



Logical representations

The logical representation of measure sentences with measure
phrases is L(¥,D,N,U) or 1(X,D,E) , whexre ¥X,D,E,N,U are
variables., X is the object having the property. D is
e.g.age, the name of the property(dimension). E indicates an
evaluation and bvakes on the value more(t),indicating more
than the stvandard for such objects or less(-), indicating
less than the standard for such objects. The variable N
covers numbers and the variable U covers unitvs of different
type. e&.g. year, meter. A typical sentence with a measure
phrase e.g. Sven is 5 years old would be represented by
l(sven,age ,5,yeaxs). Time is disregarded.

The sentence Sven is pld would be represented by the formula
l(sven,age,nore) ,where the evaluation variable is sebt at more
meaning that Sven has a high age (but the number and unit
variables ave unknown). Different formats are thus used for
the two btypes of senbvences, and normally evaluatvion is
incompatible with a specification of number and units. It is
somebtimes possible,although a bit strange,to give both an
evaluation and a number of units and say €.g. BSven is fifbvy
years young, indicating that Sven is young for his age and
such cases can be handled if two facts are added to the data
base, which can be done in various ways. Bubt if this way

of construction is permitted and considered as grammatical

the grammay will be overgenexrating.
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The following table indicates how some common sentences

will be vepresented in our logical format.

Sentences Logical form

Sven &y 2 meter lang. l{sven height,2,metexr)
Sven dr 50 ar gammal. l(sven,age,;50,8x)

Sven viger 70 kilo. l(sven,weight,70,kilo)

Bilen kostar 5000 kyonorx. l{bilen,cost,3000,kxonor)

Lisa har en 4lder av 40 &x. 1(lisa,age,40,4r)

Bilen &r hé&g. l(bilen,height,more)
Bilen dr lé&tt. l(bilen,weight,less)
Per &r 70 Ar ung. l(pexr,age,70,8r),1(pexr age,less)

(in some versions of program)

Pere alder &xr 70 ar. l{per,age,70,8r)

Certain questions ask for numerical details, e.g."Hur manga
ay(gammal) &xr Sven?" and they have to answered by calling vthe
longer logical form and giving the values of the last two
variables. Even the guestion "Hur gammal &x Sven?" has to be
answered by giving the values of the last two variables. The
typical cases when bthe evaluation variable is to be looked
for are yes/no guestions such as "Ar Bven gammal?®". An
answer could be "Ja" and if numerical values are available
the answer could be expanded into "Ja, han dr 75 &r".(Not
done in this program).Other gquestions of this type are:"Ax
bilen dyr?" (Is the car expensive?), "Kosbtar bilen mycket?"

(Is the car expensive?).
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Logical vepresentations of comparative sentences ave
established similarly. We will represent “"Sven dr dldre &n
Lisa" by l{(sven,age,more,lisa) or more generally 1(¥X,D,E,¥),
where ¥ and Y are the two objects compared (X is in focus), D
is the dimension of comparison, E iz the evaluative variable,
which may be more(with age representing older), or less
(with age representing younger). This representation
could,in fact, also be used for absolute cases, such as "Sven
dr gammal®(Sven is o0ld), if we assign a standard to Y.

For the sentence "¥ dr lika gammal som Y" (X is as old
as Y) the representation 1(X,age,more,like,Y) is used and for
the sentence "X &dr lika ung som Y" (X is as young as Y) the
representabvion 1(X,age,less,like,¥Y) is used. The difference
between those two sentences is that with "ung" (young) the
persons are pressupposed to be young, while with "gammal®
(old) no evaluation is implied (gammal being the neutral
unmarked term). Maybe this presupposition should rather be
represented as a separate faot, however.

The quantified comparative sentences need more complexn
representations. For the additional case illustrated by
"Sven dr 5 &r dldre &n Lisa" (Bven is 5 years older than
Lisa) we write l{sven,age,more,3,years,lisa), where the forth
and fifth arguments are the numbers and the unitvs,
respectively. Changing more into less allows us bo represant
the antonyms (clder:younger,heavier:lighter,etc.). The case
where the difference is given in multiplicational terms is
illustrated by the following case:
l(sven,age,more,5,vines,lisa), which is the logical
translation of "Sven &r 5 ga&nger s& gammal som/&ldre &n Tim"
(8ven is 5 times as o0ld as/older than Tim).

The logical representations used are ad hoo and it is not

clear how the should be integrated in a full semantics.
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Some implications and inferences

Speakers of English draw the conclusion that Sven weighs 30
kilos, that his weight is 50 kilos and that he has a weight
of 50 kilos if they have learnt that he weighs 50 kilos. They
do not, in fact, consider these conclusions as consclusions
rather as synonymy relations. This is a reason for treating
them in the way it is done in our program, where all these
expressions are represented by (translated into) the same
logical representation. Once one of the expressions has been
mentioned the others are automatically true and questions
based on the other formulations are answered in the
affirmative. The choice between adjectival, nominal ox
verbal expression does not involve any logical inferences in
our program. The borderline between verbal synonymy and
logical inferences is of theoretical interest, bubt it will
not be discussed in this paper.

2 genuine inference may be illustrated by deriving "Lisa
is younger than Sven" from "Sven is older than Lisa". We may
call this inference the "anbtonym comparative inference". In
our Prolog program such inferences are handled by variants of
the following rules.
1(X,D,more,¥) 1~ 1(Y,D,less,¥)
1(¥,D,less,Y) - 1(Y,D,more,X)

Similarly the inference Lisa is 5 years younger
than Sven can be drawn from the fact that Sven is § years

older than Lisa, if the following rules are included in the

program.
1{¥,D,more,N,U,¥) - 1{(¥Y,D,less,N,U,X)
1(X%,D,less,N,U,¥Y) :— L(Y,D,more,N,U,X)

These implications and inferences are handled in a
special section of the program which can be extended further.
Presently this section &lso includes an equivalence inference
1(X,D,more,like,Y) - 1(Y,D,more,like,X)

This rule sbtates that Bven is as tall as Tim if Tim is as
tall as Sven. If we want to cover that Sven is as small as
Tim if it is known that Tim is as big as Sven we could add
a rule with less instead of more. A special variable ranging

pover more,less could =2lso be used.
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Multiplicational inferences can be handled by the
following rule.
1L{X,D,moxe,1/N,tines,¥) :- 1(Y,D,moxe,N,times,X).

This inference is illustrated by:Tim is 1/5 as old as
Sven if Sven is 5 times as old as Tim. IY is to be noted that
only the numbers (N) are inverted in such cases, not the
antonyms. IV is not correct to oconclude that Tim is 1/5 as
young as Sven as that would imply that Sven was known to be
young.

An inference based on the transitivity of the dimensions
involved may be expressed in the following way. 1(X,D,moxe,Z)
t— 1(X,D,more,¥Y),1(Y,D,moxre,2)

This simply means that if X has the dimension in a
higher degree than Y and ¥ has it in a higher degree than 2
than ¥ (also) has it in a higher degree(more) than Z. The
case where numerical values are included is a bit more
complicated. The following rules covers e.g. the following
case:If X is 5 years older than Y and Y is 5 years older than
Z than ¥ is 10 years older than Z. 1(X,D,moxe,N,U,2) -
1(X,D,more,M,U,¥),1(Y,D,more,P,U,Z) , N=M{P

We are now entering algebraic operations and furbther
elaborations could imply solving equations, which would
definitely take us inte the world of Artificial Intelligence.
The age of Sven may for instance be computed if it is known
that he is twice as old as Per, who is 6 years older than Bo,
who is half as old as Bill, who is 60. Bubt we do not want to
prepare our program for such computations. They can hardly
be included in the set of “nabtural implications".

Certain inferences dealing with evaluative sentences
may be established although they are "fuzzy"., If a person is
over 60 he may be called old, and if he is under 20 he may be
called young, but this varies with cultures and times.
Similarly a price may be called high and the object expensive
if it is above a certain figure, but this figure also varies
with cultures, times — and, of course, with the type of
object.
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Comments on the program

The program is designed to be short and gimple.lt is meant to
demonstrate one way of treating the scalar and comparatvive
constructions commented on by so many linguists. The program
runs on a VAX/VMS Version V4.Z and uses a Prolog version
which the Department of Linguistics Lund has obtained by
courtesy of the department of Cognitive Sciences Sussex
{Sussex POPLOG Prolog (Vereion 10),1985). I am indebted to
Robin Cooper for teaching me basic Prolog and to Mats
Andersson for improving my program.

The first part of the program handles the parsing of
declarative and interrogative sentences of the types
discussed above. The predicate sent takes four arguments: a
variable which is d for declarvabvive and g for gquestions, a
syntactic tree structure, the sentence(list) to be parsed
and the empty list. The rules show which types of declarative
and interrogative clauses the program can handle. The rules
are written in the definite clause grammar formalism(DCG).The
syntactic representation is simplified and many of the usual
categorial labels have been left out in this restricted
grammay .

The lexicon rules allow the insertion of certain definite
nouns, which are non—-neuter not to ocomplicate inflexion by
agreement (neuter and plural). The genitive form of nouns is
constructed by adding an -s (‘s) and that is handled by some
rules below nps. Certain dimensional nouns are allowed, and
some dimensional verbs. Some numerals and all integers are
allowed as num in the measure phrases and a number of scalar
units illustrate what can be accepted by the grammar.

The meaning of the words are given by the predicate b
{(for betydelse,meaning). The meaning is given by English
words. We distinguish the dimensional meaning of e.g. gammal,
which is age ,b{(gammal,age), from the evaluative meaning of
gammal ,which is b(gammal,age,more). Note that absclute and

comparative forms are assigned the same meaning herve.
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The syntactic structure derived through the parsing is
translated into logical represenbvabvions,e.g. for comparative
L(X,D,E,N,U,¥Y) where X is the object which has the properdvy,
D is the name of the property,E is the evaluation variable, N
is the numeral value and U is the unit.Y is the compared
object. The values of D and E are derived by the meaning
relations (b).

The program cannot accept strange sentences such as
"Sven dr 10 meter gammal"(Sven is 10 meters old). The
knowledge that certain units are associated with certain
dimensions is considered to be encyclopedic and not to be
included in the grammar xules. The natural place for bthese
constraints seem to be in the translation into logical form,
thus prohibiting surrealistic sentences as the one above.

Various implications are included in a special section.The
program handles the fact that a person who is over 60 years
old may be called old. The predicate exp inserts the value
more as the E if the dimension is age and the numbexr of years
exceeds 60 (an approximation).

The interactive predicates allow adding of information to
the data base. The predicate accept(X) parses the sentence,
derives the equivalent logical clause and stores it. It
retuxrns the word “Jaha"(0K) as a signal. The lexical and
syntactic debails of the sentences are thus not stored, which
is possibly a feature of psycholinguistic reality. The facts
are sbored without checking inconsisistences. The inference
rules are used only in answering questions.

There are many different ways of asking, which can be
seen in the different definitions of answer(X). A typical
question ig "Hur gammal &r Sven?" and this is handled if
answer ([hur,gammal,aer,sven,?]) is typed to the computer,

The program will then parse the sentence acecording o the
syntactic rules and derive the value g, and the tree
structure s(sven ,[aer],mf([hurl), gammal ). The logical
form l{sven,age,N,U) will be called,and at last the values of
N and U will be printed. In some cases a longer answey is
generated on the basis of the logical representation. If
vhere is no information available, if nobthing has been said
which allows any conclusions, the answer will be "vet inte".

If there is a contradictory fact the answer will be "nej".



The interactive module of the program includes a function
TEXT(X) which prints a text (series of sentences) telling
about ¥. It will give all possible, even synonymous,
verbalisations (with adjective,noun,verb) of the facts stored
in the data base. The text often gets a bit verbose, but the
function TEXT allows checking the program and what is stored
currently in the data base. The command LOGIC(X) prints the
logical (semantic) representation of the sentence K. Questions
do not have logical representations in the present system
(See Engdahl, 1986, for suggestions).

The command ANSWER(X) parses the sentence and gives an
answey .The command SAY generates a sentence according to the
grammar, prints it and adds the corresponding fact to the
data base. Thiz command simulates the situation where a
speaker says something and a listener stores it. The command
ACCEPT(¥) is somewhat more complex as the storing is followed
by a backchannel item, which is "Jaha" (0K) if the faoct is new
and "Jag vet" (I know) if the fact is known already. The
command ASK generates a question which is also printed. These
commands can be combined in different ways in order Lo
simulate conversation. One way of doing this is shown by
the command DIAL., This command calles the other commands
in order to get new declarative sentences, questions,
backchannel items and answers. These commands can be used
in more advacnced simulations of communicatvion, where two

parts really exchange information.
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Conclusion. A 7-modulax model of the language user

The programming language Prolog offers a fairly convenient
means for writing programs which parse and “understand"
sentences. IV is also very suitable for inverting the
process and generating sentences on the basis of the same
rules.It forces the linguist Yo make his ideas about syntvax,
lexicon, morphology, semantics, pragmatics and logic more
precise. The working of the program is a proof that the
analysis is correct, but not that the solution is the only
possible, that it is the best, bthat it reflects the
psycholinguistic processes of a speaker/hearer or that it
would be suitable for the rest of the language. As can be
seen from our program even such a small fraction as the
measure and comparative sentences rvequires a big program.

The construction of this program handling measure and
comparative sentences has lead to the establishment of seven
integrated modules. The whole model may be called
Integrative grammar, because the grammar is integrated among
the 7 modules needed in a full model of a language user.
1.Categorial combination vules. These rules tell which
categories or individual words can combine. They have to be
expanded with agreement conditions in order to handle concord
phenomena, which the rules in the program do not. These
rules and the handling of transforms of sentences, gaps ete
have been the focus of much linguistic discussion during the
last decades. The categorial yules of combination also build
trees in which the structure may be made more regular (“"deep
structures”) and they give information about sentences mode
(declarative and question) in a special variable. These
rules can be parsed by an builtin mechanism in Prelog, which
is not discussed at all here. This module is traditionally
called Syntax.
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2.Word category rules.

These rules tell which words fit into the categories
mentioned in the categorial combination rules. This module
is traditionally called lexicon and is mainly a list in the
program.

In addition to the lists there are yules which may be
called category derivation rules. These rules sbtate that if a
certain word belongs to a certain category,a certain variant
of it belongs to a cerbtain other category. Thus the addition
of an -5 makes a noun which belongs to the category genitive,
and the addition of an —are to an adjective makes a woxd
which belongs to the category comparative. These general
rules do not cover all cases and a number of words have
therefore to be lisbed separately, e.g. the irregular comparatives
tyngre, mindre etc.). The contents of this module has
traditionally been treated under the title Word formation ox
(Dexrivational) morphology. They get a natural place in
integrative grammar.

2. Word meaning rules. These rules stabte that a certain
word (form) has a certain meaning, may decomposed as in the
dimenional adjectives under discussion. Our program gives
statements such as for gammal b(gammal,age,more), where b is
short for betydelse/bedeutung. A traditional entry in =
dictionary would give the information about an entry (a form)
at one place. These pieces of information are separated in
ouY program.

Just as word category rules are supplemented with word
category derivational rules, the word meaning rules are
supplemented with meaning derivational rules. The meaning of
a comparative foxm is thus derived from the meaning of tvhe
corresponding adjectival form by special rules.

4. Natural language-to-Logic rules (NLL rules) One rationale
for translating the syntactic and lexiecal information into
logic representation is that inferring can be expressed much
more economically, if it is done with logical representations
instead of natural language (surface) sentences. We will not

discuss all the problems of semantic vepresenbvations here.



3. Inference rules
Inference rules can be divided into encyclopedic rules and
(purely) logical rule=s., The encyclopedic rules state that a
pexson who is above 60 may be called old, that a town
{generally) has streets, that a car (generally) has wheels
etc. Logical rules are illusbtrated by the transitivity rules
in the program, rules telling that ¥ has more of something
than Z, if ¥ has more than Y, and Y has more than Z, oxr that
X has more than Z if ¥ has more than ¥ and ¥ the same as Z.
It seems the inference rules can be elaborated much if the
converse terms are btaken into account fully. The relations
between parent and ochild, sell and buy are often menticned,
but there are many other predicates of this type in languages
and Yhey can also be used in inference rules (See further
Sigurd,1976), @.g9. teacher-student, doctor-patient,
lawyex—client, like-please, know-familar.
6. Data base {memory) All linguistic interaction presupposes
that the speaker has a data base (memoxy) in which he stores
what he learns and which is being consulted when he answers
questions. In the present system facts are stored by means
of the built~in predicate asserd. How the memory is
structured and accessed is a well-known psycholinguistic
problem. Some reaction time experiments (Schriefers,1985)
indicate that unmarked adjectives can be produced faster than
marked (negative) ones, and this interesting facts can
easily be reflected in the design of the data base. Another
problem is whether negative facts also should be storaed, as
indicated by ideas in situation semantics (Coopex,1i984).
7. Interactive (pragmatic) rules The interactive commands of
the last section of the program simulates interactive
actions, which are triggered by the mode signals in speeach.
A declarative sentence triggers a back-channel ivem (0K etc.)
and a question triggers an answer. The sbtructure of this
section is elaborated in Sigurd(1986) and has been the objert
of much research under the heading speech act theory. The
present system has a place for thess linguistic features as
weall.

The conclusion to be drawn from the present Prolog
program for a fragment of natural language is that all the 7
modules and their inveraction have to be elaborated and
studied taking into account theoretical,bypological and
psycholinguistics facts. Sample interaction with the progranm
is illustrated in an appendix. Extracts of the program is
also given in an appendix. (The whole program is available on

requast, )
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APPENDIX I
SAMPLE DIALOG (SIMPLIFIED, IDEALIZED)

U(ser): SVEN HAR EN ALDER AV 70 AR. (SVEN HAS AN AGE OF 70 YEARS)
C({omputer): JAHA (OK)

U: AR SVEN GAMMAL? (IS SVEN OLD?)

C: JA. (YES)

U: HUR GAMMAL AR SVEN? (HOW OLD IS SVEN?)

C: 70 AR. (70 YEARS)

U: VAD AR SVENS ALDER? (WHAT IS SVEN'S AGE?)

C: 70 AR. (70 YEARS)

U: SVEN AR ALDRE AN LISA. (SVEN IS OLDER THAN LISA)

C: JAHA. (OK)

U: LISA AR ALDRE AN PER. (LISA IS OLDER THAN PER)

C: JAHA. (OK)

U: LISA AR LIKA GAMMAL SOM HANS. (LISA IS AS OLD AS HANS)
C: JAHA. (OK)

U: AR SVEN ALDRE AN PER? (IS SVEN OLDER THAN PER?)

C: JA. (YES)

U: AR SVEN ALDRE AN HANS? (IS SVEN OLDER THAN HANS?)

C: JA. (YES)

U: AR PER YNGRE AN HANS? (IS SVEN YONGER THAN HANS?)

C: JA. (YES)

U: AR HANS LIKA GAMMAL SOM PER? (IS HANS AS OLD AS PER?)
C: NEJ. (NO)

U: HUR MYCKET VAGER HANS? {HOW MUCH WEIGHS HANS?)

C: VET INTE. (DON'T KNOW)

U: LISA AR 35 AR GAMMAL. (LISA IS 35 YEARS OLD)

C: JAHA. (OK)

U: HUR MANGA AR AR SVEN ALDRE AN LISA? (HOW MANY YEARS IS SVEN

C: 35 3r. (35 YEARS) OLDER THAN LISA?)
U: HUR MANGA GANGER ALDRE AR LISA AN SVEN? (HOW MANY TIMES TS LISA
C: 1/2 GANGER. (1/2 TIMES) OLDER THAN SVEN?)

U: PER AR HALFTEN SA GAMMAL SOM HANS. (PER IS HALF AS OLD AS HANS)
C: JAHA. {(OK)

U: HUR GAMMAL AR PER? (HOW OLD IS PER?)

C: 17,5 AR. (17.5 YEARS)

U: AR PER GAMMAL? (IS PER OLD?)

C: NEJ. (NO)

a3
s
[y8]



HANS VAGER MER AN LISA. (HANS WEIGHS MORE THAN LISA)

JAHA. (OK)

VILKEN VIKT HAR LISA? (WHAT WEIGHT HAS LISA?)

VET INTE. (DON'T KNOW)

AR LISA TYNGRE AN HANS? (IS LISA HEAVIER THAN HANS?)
NEJ. (NO)

TEXT(SVEN) .

SVEN AR 70 AR GAMMAL. SVEN HAR EN ALDER AV 70 AR. SVENS
ALDER AR 70 AR. SVEN AR ALDRE AN LISA. SVEN HAR EN HOGRE
ALDER AN LISA. SVENS ALDER AR HOGRE AN LISAS.

SAY.
SVEN AR STARK. (SVEN IS STRONG)

MSAY.
SVEN AR FEM AR GAMMAL. (SVEN IS FIVE YEARS OLD)

CSAY.

SVEN AR FEM AR ALDRE AN PER. (SVEN IS FIVE YEARS OLDER THAN PER)

CONV.

SVEN AR STARK.

JAHA,

AR SVEN ALDRE AN LISA?
VET INTE.
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/*% SYNTAX */ APPENDIX II:Fragment of program

sent(d, s(X, Laerl, Y)) --> np(X), Laerd, a(¥), L.
1.
sent(d, s(X, Y, i(Z2))) --> np(X), mv(Y), 1(Z2), L.

sent(d, s(X, Charl, 1d(Y), 2)) --> np(X), Charl, i
da(yY), mn(Z), L.1.

sent(d, s(X, Laerl, Y, Z)) --> np(X), Laerd, nf(Y)
, a(z)y, C.3.

sent(d, s(X, Charl, Y, Z)) --> np(X), Charl, Lenl,
mn(Y), Lavl, mf(Z), C.1.

sent(d, s(X, Y, LCaerl, Z)) --> nps(X), mn(Y), Laer
1, m£(Z), C.1.

sent(d, s(X, Y, 2)) --> np(X), mv(Y),mf(Z), C.7.
sent(d, s(X, Laerl, Z, Laenl, W)) --> np(X), Laerl
, compar(Z), Laenld, np(W), C.1.

sent{(d, s(X, Y, 2, Caenl, W)) --> np(X), mv(Y), co
mpar(Z), Caenl, np(W), (.3,
sent(d, s(X, Laerd, Y, Z, Laenl, W)) --> np(¥X), Ca

erl, mf(Y), compar(Z), Laenl, np(W), [.J.

sent(d, s(X, ¥, Clikal, Cmycketl, Lsoml, Z)) --> n
p{X), mv(Y¥), Clikal, Cmycketd, Csoml, np(Z), C.1J.
sent(d, s(X, Caerd, Llikal, Y, [somd, 2Z)) --> np(X
), Laerl, [likald, a(Y¥), L[soml, np(Z), [L.21.

sent(d, s(X, Laerld, Y, {gg_saal, 2, [soml, W)) =-->
np(X), Laerl, num(Y), [Cgaangerl, L[saal, a(Z), [so
ml, np{(W), C.1.

sent(d, s(X, Caerl, Y, Lggld, 2, Caend, W)) --> np(

X), Caerl, num(Y), Cgaangerl, compar(Z), Caenl, np
(W), £.3.

sent(q, s(X, Laerd, mf(hur), Y)) --> Churl, a(Y),
Caerd, np(X), L?]3.

sent(q, s(X, Caerl, mf(hur_maanga, Y), Z)) --> Chu
r_maangal, unit(Y), a(2Z), Caerl, np(X), [?].
sent(q, s(X, Y, mf(hur_maanga, Z))) --> [hur_maang

al, unit(2), mv(¥), np(X), [?].

sent(q, s(Z, Y, X)) --> mf(X), mv(Y), np(Z), C£?1.
sent(q, s(X, Y, mf(hur_mycket))) --> Lhur_mycket],
mv(Y), np(X), £?1.

sent(q, s(X, Y, mf(vad))) --> Cvadl, mv(Y), np(X),
£?23.

sent(q, s(X, Charl, Y, mf(vilken))) --> Cvilken3,
mn(Y¥), Charl, np(X), C?1.

sent(q, s(X, Y, Laerd, mf(vad))) --> [vadl, Laerl,
nps(X), mn(Y), C?1.

sent(q, s(X, ¥, Laerl, mf(vilken))) --> C[vilken3,
Caerd, nps(X), mn(Y), L?3.

sent(q, s(X, Laerld, Y)) --> Laerd, np(X), a(¥), L?
1.

sent(q, s(X, Y, i(Z))) --> mv(Y), np(X), i(Z), C?1

sent(q, s(X, Y, Z)) --> nv(Y), np(X), mf(Z), C?1.
sent(q, s(X, Laerl, Y, Z2)) --> faerd, np(X), mf(Y)
, al2), £L?].

sent(q, s(X, Charl, id(Y), 2)) --> Charl, np(X), i
da(y), mn(Z), C?1.

sent(q, s(X, Laerd, Z, Caend, W)) --> Laerl, np(X)
, compar(Z), Laenl, np(W), [?].

sent(q, s(X, Y, Z, Caend, W)} --> mviY), np(X), <o

mpar(Z), Laenl, np(W), (7},
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/* lexikon */

np(X) --> X1, {isn(X)3.
isn(sven).

isn(lisa).

isn(stolen).

isn(bilen).

isn(stenen).

isn(mannen) .

nps(X) --> EX1, {isns(X) 1.
isns(hans).

gent(hans, hans).

isns(Y) :- isn(X), gen(X, Y).
gen(¥X, V) :- name(X, Y), name(s, 7Z), append(Y¥, Z,
W), name(V, W).

mn(¥) --> [X3, {ismn(X)}.
ismn(bredd).

ismn(hoejd).
ismn{tjocklek).
ismn(storlek).
ismn(tyngd).

ismn(vidd).

isnmn(laengd).
ismn(kvalitet).
ismn(styrka).
ismn{kvantitet).
ismn(vikt).

ismn(aalder).
ismn(kostnad) .
ismn{volym).
ismrn(temperatur).

a(¥X) --» [X3, {isa(X)}.
isa(stark).

isa(djup).

isa(svag).

isa(klok).

isa(dum).

isa(tung).

isa(laett).

isa(billig).

isa{dyr).

isa(snabb).

isa(bred).

isa(smal).

isa(laang).

isa(kort).

isa(stor).

isa(liten).

isa(hoeg).

isa(laag).

isa(tjock)

isa{gammal).

isa{ung).

isa(varm).

isa(kall).

isa(bra).

isa(daalig).

i(X)y --> [X2, {isi(X)1.
isi(mycket).
isi(lite).
isi(foega).
id(Xy --> X3,

isid(stor).

{isid (X)) .



/%4 dimension-unit relations %/
du(length, meter).

du(height, meter).

du(height, fot).

du(depth, meter).

du(temperature, grader).

du(cost, kronor).

du(weight, kilo).

du(age, aar).

du(volume, liter).

du(time, timmar).

du(time, minuter).

/* dimensional meaning of certain adjectives (tran
slations) */

b(hoeg, height).

b{gammal, age).

b(laang, length).

bi(stor, size).

b(varm, temperature).

b(bred, width).

b{djup, depth).

b(tjock, thickness).

/* derivation of dimenional(unmarked) adjective */
b(X, D) :- b(X, D, more), isa(X).

/*% dimenional meaning of certain verbs */
vb(kostar, cost).

vb(vaeger, weight).

vb(raeknar, size).

vb(rymmer, volume).

vb(maeter, length).

/% meaning of certain nouns */
b(kostnad, cost).

b(vikt, weight).

bi(storlek, size).

b(laengd, length).

b(hoejd, height).

b(aalder, age).

/* derivation of form and meaning of comparatives
*/

cb{tyngre, weight, more).

cb(aeldre, age, more).

cb(yngre, age, less).

cb(laengre, length, more).
cb(stoerre, size, more).

cb(mindre, size, less).

cb(hoegre, height, more).

cb(mer, size, more).

cb(laegre, height, less).

cb(X, Y, Z) :- atocompar(W, X), b(W, v, 2).
compar(X) --> £X1, {iscompar(X)3l.

atocompar(X, Y) :- isa(X), name(X, Z), name(are, W
), append(Z, W, V), name(VY, V).

iscompar(¥) :- isa(X), atocompar(X, Y).

iscompar(aeldre).
iscompar(tyngre).
iscompar(stoerre).
iscompar(laengre).
iscompar (laegre).
iscompar (hoegre) .
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/* translation into logic */
to_log(F, L) :~ F=s(X, Laerd, Y), L=1(X, D, E), b(

Y, D, E).
to_log(F, L) :~ F=s(X, ¥, 1(Z2)), L=1(X, D, E), vb{(

Y, D), ib(Z, E).

to_log(F, L) :- F=s(X, Charl, id(Y¥), Z), L=1(X, V,
E), ib(Y, E), b(Z, V).

to_log(F, L) :- F=s(X, Charl, ¥, mf(Z, M)), L=1(X,
v, 2, M), b(Y, V), du(V, M).

to_log(F, L) :- F=s(X, taerl, mf(Z, M), U), L=1(X,
Y, 2, M), b(U, Y), du(¥, M).

to_log(F, L) :- F=s(G, ¥, Caerl, mf(Z, M)), L=1(X,
v, Z2, M), gen(¥X, G), b(¥, V), du(V, M).

to_log(F, L) :- F=s(X, Y, mf(Z, U)), L=1(X, D, Z,

U), vb(Y, D), du(D, U).

to_log(F, L) :- F=s(X, Laerld, 2, Laenl, Y), L=1(X,
D, B, V), cb(Z, D, E).

to_log(F, L) :- F=s(X, Y, I, Caenl, 2), L=1(X, D,
E, Z), vb(Y, D), cb(I, D, E).

to_log(F, L) :~ F=s(X, LCaerd, mf(Y, M), Z, Caenl,
W), L=1(X, D, E, Y, M, W), ¢cb(Z, D, E), du(D, M.

to_log(F, L) :- F=s(X, Laerld, Clikal, Y, Lsoml, Z)
, L=1(X, D, E, like, Z), b(Y, D, E).

to_log(F, L) :- F=s(X, Laerd, L[likal, Y, Lsoml, Z)
, L=1(Z, D, E, like, X), b(Y, D, E).

to_log(F, L) :- F=s(X, Y, [likal, Cmycketld, Csoml,
Z), L=1(X, D, more, like, Z), vb(Y, D).

to_log(F, L) :- F=s(X, Laerld, Y, Lgg_saal, Z, [som
1, W), L=1(X, D, E, ¥, times, W), b(Z, D, E).
to_log(F, L) :- F=s(X, Laerl, Y, Cggld, Z, Laenl, W

), L=1(X, D, E, ¥, times, W), cb(Z, D, E).
/* implicational rule about old and age for humans
*/

exp(¥, D, B) :- 1(X, D, E), !}.
exp(X, D, E) :- 1(X, age, Y, ), ¥>60, human(X), E
=more.

human(sven) .
human(hans) .
human(lisa).

/% inferences */
/% transitivity */

exp(X, D, E, 2) :- 1(X, D, E, ¥), (Y, D, E, Z2), p
rint(Cas, ¥, has, E, D, than, ¥, and, Y, E, than,
Z1).

exp(X, D, E, 2) :~ (X, D, E, Y), exp(Y, D, E, Z),
print(fLas, X, has, E, D, than, Y, and, Y, E, than
, Z21).

exp(X, D, E, Z) :- (X, D, E, V), exp(Y, D, E, 1lik
e, 2), print(fas, X, has, E, D, than, ¥, and, ¥, i
s, like, Z3).

exp(X, D, B, 2) :- exp(X, D, E, like, Y), 1(Y, D,
E, Z2), print(Las, X, is, like, Y, and, Y, has, E,

D, than, Z1).

exp(X, D, E, like, Y) :~ (X, D, E, like, Y), I.
exp(X, D, E, like, 2) :- 1(X, D, E, like, Y), 1(Y,
D, E, like, Z), print(fas, X, is, like, Y, and, Y
, is, like, Z1).

exp(X, D, E, like, 2) :- (X, D, E, like, Y), exp(
Y, D, E, like, Z), print(lLas, X, is, like, ¥, and,
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/* interactive commands */

logic(X) :- sent(T, F, X, €£1), to_log(F, L), print
(L), nl.

synt(X) :- sent(T, F, X, £1), print(F), nl.
accept(X) :- sent(T, F, X, £1), to_log(F, L), asse
rt(L), print(jaha), nl.

answer(X) :- sent(T, ¥, X, [1), T=q, F=s(Y, Laerl,
wf (hur_maanga, Z), W), (Y, D, N, 2Z), b(W, D), pr
int(CN, 23), nl.

answer(X) :- sent(T, F, X, [1), T=q, F=s(Y, Z, mf(
hur_maanga, W)), 1(Y, D, N, M), vb(Z, D), print(LN

, MI), nl.

answer(X) :- sent(T, ¥, X, £1), T=q, F=s(Y, Charl,
Z, mf(vilken)), (Y, V, N, U), b(Z, V), print([N,
Ul), nl.

answer(X) :- sent(T, ¥, X, [1), T=q, F=s(Y, Z, mf(

hur_mycket)), 1(Y¥, D, N, U), vb(Z, D), print(LN, U
1), nl.

answer(X) :- sent(T, F, X, [£3), T=q, F=s(Y, Z, mf(
vad)), 1(Y, D, N, U), vb(Z, D), print(LN, U1), nl.

answer(X) :- sent(T, F, X, [31), T=q, F=s(Y, Laerl,
mf (hur), 2), (Y, D, N, U), b(2, D), print(CN, U,
Z1), nl.

answer(X) :- sent(T, F, X, [1), T=q, F=s(Y, Z, [ae
cl, nf(vad)), 1(G, D, N, U), b(Z, D), gen(G, Y), p
rint(L{N, U1), nl.

answer({X) :- sent(T, F, X, 1), T=q, F=s(Y, Z, Lae
rl, mf(vilken)), 1(G, D, N, U), b(Z2, D), gen(G, Y)
, print(CN, Ul), nl.

answer(X) :- sent(T, F, X, [1), T=q, F=s(Y, Laerl,
Z2), exp(Y, V, E), print(ja), b(zZ, Vv, E), nl.

answer(X) :~ sent(T, F, X, £1), T=q, F=s(Y, lLaerl,
Z),., exp(Y, V, P), P\=E, b(Z, V, E), print(nej), n

1.

answer (X) :- sent(T, ¥, X, €1}, T=q, F=s(Y, 2, i(RW
), vb(Z, V), ib(W, E), exp(Y, V, E), print(ja), n
1

answer(X) :- sent(T, F, X, [1), T=q, F=s(Y, Z, 1(W
)Y, vb(Z, V), ib(W, more), exp(Y, V, less), print(
nej), nl.

answer (X) :- sent(T, F, X, £1), T=q, F=s5(Y, Charl,
id(z), V), b(V, D), ib(Z, E), exp(Y¥, D, E)}, print
(ja), nl.

answer (X) :- sent(T, F, X, £1), T=q, F=s(Y, Z, mf(

v, Wy), (Y, b, Vv, W), vb(Z, D), print(ja), nl.

answer(X) :- sent(T, ¥, X, [£J1), T=q, F=s(Y, Laerd,
mf(V, M), 2), (Y, D, V, M), b(Z, D), print(ja),
nl.

answer(X) :- sent(T, F, X, (1), T=q, F=s(Y, Laerl,
%, Laenl, W), exp(Y, D, E, W), cb(Z, D, E), print
(ja), nil.

answer(X) :- sent(T, F, X, £3), T=q, F=
Chur_mycketl, Z, Laenl, W), 1(Y, D, E,

b(Z, D, E), print(N, M), nl.

s(Y, Laerl,
N, M, W),
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